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Executive Summq 

Technical risks are inherent in the development of new weapon systems 
whose performance requirements exceed the capabilities of current 
weapon systems. If not anticipated and managed early in the acquisition 
process, these risks can have profound effects on a program’s cost and 
schedule and, ultimately, the effectiveness of the armed forces. 

The Department of Defense (DoD) has identified technical problems as a 
major factor in cost growth and schedule delays and has reported that 
the level of technical risk directly affects decisions on further develop- 
ment. In 1981, DOD called for a greater use of quantitative risk assess- 
ments to support the budgeting of extra funds to cover technical risk. 
By 1983, DOD informed the Congress that the services had implemented 
this initiative. 

Despite the critical value of technical risk assessment and its reported 
prominence in DOD's acquisition decisions, very little is known about 
either its characteristics or the information on risk that is made avail- 
able to program managers and reviewers. 

The Senate Governmental Affairs Committee asked GAO to examine cur- 
rent DOD policies and practices governing the assessment of technical 
risk and report on the quality and availability of DOD's technical risk 
information. 

Background Technical risk assessment for a weapon system being developed is the 
responsibility of the system’s program management office. The purposes 
of assessment generally include identifying technical problems that may 
occur, rating the likelihood of their occurrence, and estimating the extra 
funds needed to solve them. The results are to be used to guide technical 
decisions and program scheduling and budgeting. 

To examine current DOD policies and practices, GAO obtained relevant 
documents, interviewed representatives of DOD and the services, and 
analyzed risk-related efforts in 25 program offices covering all major 
weapon systems relevant to GAO'S purposes. In December 1984, develop- 
ment and production costs of these systems together were estimated to 
exceed $180 billion. 
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Executive Summary 

Results in Brief Despite DOD'S concern with technical risk and its potenti:il effcc*t on 
defense, DOD has no clear definition of technical risk ;tnd has not de\~t~l- 
oped advice or training sufficient to guide the selection and ~mplcrnct~t~~- 
tion of various analytical approaches (pp. 24-33, 54-G?, and (i%fi!) 1. 

In most of the 25 program offices GAO reviewed, the design and implc- 
mentation of efforts to assess technical risk have not met minimal st;m- 
dards of quality. Essential information on assessment procedures and 
results has often not been available to program managers or re\,ie\vers 
(pp. 33-5 1 and 62-7 1). 

Principal Findings 

Risk Assessment Guidance DOD has identified many technical risk approaches, both quantitative 
and qualitative. But there is insufficient policy and training to guide 
program managers in the selection of suitable approaches. Further. no 
standard definition of technical risk exists within DOD. Accordingly, 
many program offices have developed their own informal definitions of 
technical risk and risk-rating categories, but GAO found them inconsis- 
tent and sometimes contradictory. Despite DOD's 198 1 initiative, none of 
the 25 program offices had conducted a quantitative technical risk 
assessment to support budgeting for risk (pp. 24-33,35, 54-62, and 
68-69). 

Design Criteria Because DOD had not developed standards for its assessments, GAO 

derived criteria from management principles and previous research on 
risk. These are prospective assessment, planned procedures, documenta- 
tion, explicit attention to technical risk, and reassessment in each acqui- 
sition phase. All 25 program offices had made some effort to identify 
their technical risks, but only 3 efforts met these criteria. The remaining 
22 addressed risk in some way but did not fulfill one or more of the 
criteria (pp. 35-43). 

Implementation Turning from design to implementation, GAO found that few of the 25 
program offices’ risk efforts were carried out in ways likely to produce 
the most accurate and useful results. In this regard, 4 program offices 
had provided a description of technical problems and a rating of risk 
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levels, 10 had covered all of a system’s components, and .5 had collected 
data from independent raters (pp. 43-48). 

Communication of Risk 
Information 

Technical risk information was not always adequately conveyed to deci- 
sionmakers. Some program staff were unaware of the risk efforts car- 
ried out for their systems and others lacked important information on 
the assessment procedures and results. The documents and briefings GAO 
reviewed did not adequately describe assessment procedures or results. 
Further, when program offices received technical risk information from 
contractors, it was often not well documented (pp. 48-51 and 62-71). 

Focus of GAO Review Focusing on technical risk assessment processes, GAO made no attempt 
to appraise the accuracy of any assessment or to measure its effects. 
But findings indicate that the processes of risk assessment must be 
improved before its accuracy or outcomes can be successfully studied. 

Recommendations to 
the Secretary of 

To reinforce DOD’S emphasis on technical risk assessment, GAO recom- 
mends that the secretary of Defense 

Defense . define technical risk and categories for rating risk; 
l require that risk efforts focus explicitly on technical risk and be pro- 

spective, planned, and repeated at least twice, early and late, in each 
acquisition phase; 

l require program offices to document their risk assessment procedures 
and results; 

l establish guidelines regarding options for format for rating risks, scope, 
data collection, and assessment approaches; 

l require that the technical risk information that program offices or con- 
tractors provide for review include a description of format, scope, data 
collection, sources of risk information, and assessment approaches; and 

. provide more focused training in technical risk assessment. 

Agency Comments DOD generally concurred with the principal findings but argued that the 
report overemphasizes technical problems as distinct from the cost and 
schedule components of overall program risk. DOD concurred fully or 
partially with all recommendations except the one calling for making 
additional information on risk assessment procedures available for 
review (GAO'S fifth recommendation). DOD prefers more flexibility 
regarding the content of information that is provided for reviewers of 
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assessment results and procedures. DOD also expressed reluctance to 
place further requirements on program management and argued that 
cost growth has declined to about 1 percent, rendering such require- 
ments unnecessary (pp. 113-21). 

GAO believes that the findings demonstrate a need for more clarity in, 
and attention to, technical risk assessment in DOD. The findings do not 
suggest that technical risk is more critical than cost or schedule risk or 
that DOD'S attention to cost or schedule risk can be reduced. GAO believes 
greater consistency in assessment concepts and procedures is required 
but also recognizes the need for tailoring assessments to particular pro- 
grams. GAO did not examine effects, but since most of DOD'S assessments 
have not met minimal standards of quality, it is unlikely that they have 
contributed to any reductions in cost growth. 
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Chapter 1 

Introduction 
-- 

Technical risks are inherent in the development of new weapon systems, 
whose advanced performance requirements may exceed the capabilities 
of current technology. r\;ot to anticipate technical risks before and 
during the development process creates the potential for scheduling and 
cost problems and, worse, the possibility that a system will fail to meet 
its design specifications and will not function as intended. In line with 
this, a 1983 Air Force report on an “affordable acquisition approach” 
found technical problems a factor in more than 50 percent of the pro- 
grams that experienced cost growth. 

It is understandable that technical problems may occur in the develop- 
ment of systems that must achieve performance goals beyond any yet 
attained, as for example with the need for significant improvements in 
the accuracy of the submarine-launched Trident II missile over the Tri- 
dent I. But it is important to recognize that technical problems may 
occur in time to plan and budget for solving them and to specify possible 
alternative technical approaches. Technical risk assessment is the pro- 
cess for identifying and evaluating the potential for performance 
problems. 

Recognizing the hazards of not anticipating technical risks, the Depart- 
ment of Defense (DOD) has focused on the need to identify and plan for 
technical risk in defense production in various ways: 

1. As early as 1969, the deputy secretary of Defense directed the secre- 
taries of the armed services to identify areas of high technical risk, do 
formal risk analysis, and include explicit consideration of risk assess- 
ment, reduction, and avoidance in managing weapon systems 
acquisition. 

2. In 1981, the deputy secretary of Defense recommended that each ser- 
vice expand its efforts to quantify the technical risks of systems being 
developed and to allocate funds to deal with these risks. (This recom- 
mendation, known as Initiative 11, is discussed in chapter 2.) 

3. In recent testimony before the Congress, Defense officials stated that 
funding would be approved for systems with only low or moderate tech- 
nical risk. But identifying such systems poses problems, since DOD has 
stated that ratings of risk are subjective and that it is necessary to be 
cautious in categorizing risks as high, moderate, or low. 
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Chapter 1 
Introduction 

DOD’s Acquisition 
Process 

The DOD acquisition process is complex, yet some familiarity with the 
phases of development and major decision points is necessary in order to 
understand the issues involved in technical risk assessment, because 
attention to technical risks is required in these phases. At each decision 
point, there are several levels of review, culminating with the Defense 
Systems Acquisition Review Council (DSARC) or, if delegated by the 
MARC, a Systems Acquisition Review Council (SARC) within the appro- 
priate service. The DSARC provides advisory support to the secretary of 
Defense, who is the deciding authority. 

For each major weapon, there are four phases of acquisition, the first 
three of which end with a “milestone” decision by the DSARC or dele- 
gated to the service SARC. The phases are concept exploration, demon- 
stration and validation, full-scale development, and production and 
deployment. These phases and their relevance to technical issues are 
described below and summarized in figure 1.1. 
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Figure 1.1: DOD’s Weapon System 
Acquisition Cycle 
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Concept Exploration Justification for initiating development of a new system is provided by a 
“need determination,” which is part of DOD’S planning, programming, 
and budgeting system and is normally submitted when funds for the 
program objectives memorandum budget year are requested. One con- 
sideration in establishing need is technological advancement. The secre- 
tary provides program guidance after the memorandum review, thus 
officially sanctioning the start of the new program and authorizing 
acquisition to begin when funds are available. 

A program management office then acquires information necessary to 
select the best alternatives for system concepts and the development of 
hardware and software. It also establishes the technical specifications 
and economic basis for the proposed system and develops a statement of 
the objectives, responsibilities, resources, and schedule for all test and 
evaluation efforts. One program responsibility in this phase is to iden- 
tify critical technical issues for subsequent resolution, in an effort to 
minimize future problems. 

At milestone I, the requirement for the program is reviewed and vali- 
dated, the validation being based upon this preliminary evaluation of 
the system concepts, cost, schedule, readiness objectives, and 
affordability. The milestone I decision establishes thresholds and objec- 
tives to be met and reviewed at milestone II, the acquisition strategy 
(including the nature and timing of the next decision point), and a not- 
to-be-exceeded doilar threshold that will carry the program through 
milestone II. 

Demonstration and 
Validation 

During this phase, the program management office accomplishes a 
variety of tasks relevant to the technical issues. It verifies preliminary 
design and engineering, analyzes trade-off proposals, prepares a formal 
requirement document, and validates the concept for the next phase, 
full-scale development. Prototypes are often used to demonstrate the 
feasibility of the system, subsystem, or components, system-specific test 
and diagnostic equipment, and support equipment. Plans for testing and 
evaluating the system are updated. The program office also ensures that 
the risks have been identified and are acceptable and that realistic fall- 
back alternatives have been established. Performance estimates are 
reviewed for consistency with the risks involved. 

This phase ends with milestone II, approval to go ahead with the pro- 
gram. The timing of the decision is flexible, depending on the acquisition 
strategy adopted at milestone I. At milestone II, all significant risk areas 
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are resolved, so that the technology is in hand and only engineering 
(rather than experimental) efforts remain. 

Full-Scale Development In the development phase, the system, including training devices, com- 
puter resources, and other items necessary for its support, is fully devel- 
oped, engineered, fabricated, and tested. Milestone III, the decision to 
proceed with the production of a major weapon system, is normally del- 
egated by the secretary of Defense to the service secretary, unless 
thresholds established at milestone II were breached or the public or the 
Congress is greatly concerned about, for example, persistent technical 
problems or cost growth. 

Production and Deployment During the final phase, the service trains operational units, produces 
and distributes equipment, and provides logistical support. Product 
improvements, as required, are introduced. 

Exemptions from the 
Acquisition Phases 

A major weapon system may be granted exemptions from some phases 
of the full process. For example, a system that is judged not to require a 
full concept exploration, as may happen with a follow-on to an existing 
system, may skip to the demonstration and validation phase or combine 
concept exploration with demonstration and validation into a single 
effort prior to full-scale development. Milestone reviews may also be 
skipped or delayed if there are no distinct concept exploration and dem- 
onstration and validation phases or if the program has been 
restructured. 

Technical Risk 
Assessment 

As a system moves through the acquisition cycle, the program office is 
responsible for identifying, monitoring, and solving its technical prob- 
lems. At each milestone, reviewers are to appraise the sources of risk 
and the progress of the program office in reducing risk. According to 
DOD policy, these efforts are to be based on the technical risk assessment 
for the system. 

Assessment has many possible approaches. Usually, one or more tech- 
nical experts identify particular components of the system being devel- 
oped and then describe or rate the risk associated with each component. 
Their ratings may reflect the level of risk and sometimes also reflect the 
consequences of possible technical problems for the cost, schedule, or 
performance of the overall system. Ratings can be expressed in several 
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formats-examples are a three-point scale ranging from high to mod- 
erate to low risk and a probabilistic estimate of the chance that tech- 
nical problems will occur. The ratings can, in turn, be based on various 
sources of information, such as expert judgment, test or simulation 
results, and published technical reports on similar systems. Finally, 
some assessments cover only technical risk, while others cover technical 
along with cost and schedule problems or estimate the implications of 
technical problems for overall program cost and schedule. (Each of these 
components of program risk-technical, cost, and schedule risk-is crit- 
ical, and each merits careful assessment.) 

Chapter 2 provides detailed examples of various assessment 
approaches. Chapter 3 identifies criteria for appraising the quality of 
risk assessments and describes the methods LWD currently uses to 
manage the development of new systems. 

Objectives, Scope, and Recognizing that failure to adequately assess the technical risks for pro- 

Methodology 
grams can result in excessive changes in design, prolonged delays, and 
substantial cost overruns, the Senate Governmental Affairs Committee 
asked us to examine DOD'S policies governing technical risk and to 
review the quality of DOD'S current assessment procedures and 
applications. 

The Questions We 
Answered 

To describe DOD'S efforts to identify technical risks in the development 
of new systems, we formulated six evaluation questions covering assess- 
ment policies and practices across the three services. 

1. How does the Department of Defense define technical risk? In addi- 
tion to determining how DOD and the armed services define technical 
risk, we looked for differences in definition or ambiguities in meaning 
that might affect the way assessments are performed. 

2. What guidance does DOD provide for assessing technical risk? Because 
defense system development is unique, we wanted to learn what assess- 
ment approaches, if any, DOD has developed or promoted for the use of 
the program management offices. 

3. How have the services implemented Initiative 1 l? We sought to deter- 
mine whether specific policies on technical risk assessment have 
resulted from Initiative 11, the 1981 DOD recommendation to the services 
for quantifying and budgeting for technical risk. We also sought to 
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examine differences in the way the services approach technical risk 
assessment. 

4. What are the characteristics of current efforts to identify the tech- 
nical risks of new systems? This question, aimed at describing efforts to 
identify technical risks for systems now under development, encom- 
passed the largest set of issues. It included, for example, determining 
when these efforts are performed and whether they are being 
documented. 

5. How are efforts to identify technical risks implemented? We sought to 
learn what formats are used to rate risk, whether the ratings cover spe- 
cific subsystems or only a system as a whole, and how data on technical 
risk are collected. 

6. What information on technical risk is available to decisionmakers in 
the review process? This question completed our examination of the 
acquisition process and, together with the five other evaluation ques- 
tions, provided a framework for examining DOD’s technical risk assess- 
ment policies, procedures, and applications. 

The Risk Assessments We 
Examined 

To answer the evaluation questions, we collected information from the 
Office of the Secretary of Defense, service headquarters staff, schools, 
laboratories, and defense contractors. Our principal data collection 
effort was gathering extensive information on technical risk assess- 
ments from 25 program offices managing the development of new sys- 
tems. To obtain a full understanding of technical risk assessment 
throughout DOD, we examined all three services (the Army, Navy, and 
Air Force) and the differences between them. 

We defined our universe of systems as all “major acquisitions” going 
through DSARC review. Major acquisitions are more costly, pose greater 
risks in development, and are more intensively reviewed by the secre- 
tary and the Congress than other acquisitions. Therefore, we saw them 
as the most likely to have had acquisition improvement initiatives and 
many related program management functions implemented. We 
excluded from our study some of the 43 major acquisitions that were 
under development on July 31,1984, for three reasons. 

1. Programs very early in the acquisition cycle lacked the documenta- 
tion we needed and had not progressed through the review process. Pro- 
grams very late in the cycle, those already in production, had already 
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passed through the review process, in which it had been certified that 
all technical risks had been resolved. In other words, we excluded pro- 
grams that had not yet passed milestone I and those that had already 
passed milestone III. The programs we examined were in either the dem- 
onstration and validation phase or full-scale development. 

2. We excluded ship hull programs (but not ship systems such as elec- 
tronics) because of the long periods of time (up to 10 years) it takes to 
build them and the generally low level of technical risk associated with 
them. 

3. Because of DOD’S administrative decisions, we excluded the Army’s 
guided antimortar projectile: DOD cancelled the program before we were 
able to collect data from the program management office. And we 
excluded the Navy’s tactical microwave landing system, which DOD 

included among its major acquisitions to ensure that the secretary would 
review one of the system’s components but exempted from DSARC mile- 
stone reviews (and, hence, it fell outside our parameters). 

This left 25 systems in our universe, including 5 Army, 11 Navy, and 9 
Air Force systems. (We classified joint-service programs according to the 
service with lead responsibility for development.) In December 1984, the 
projected development and production costs of these programs exceeded 
$180 billion. They are described briefly in appendix I and listed with 
their stages of development in table 1.1. 
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Table 1 .l: The 25 Major Systems We 
Examined and Their Milestone Review 
Status on September 15,1984 

System 
Between milestones I and II 

Abbreviation Service -___ 
-. .____ 

Antrsubmarine Warfare Standoff Weapon ASW SOW 

Advanced Tactical Radar System ATRS 
Navy 

Navy 

C17A Airlift Aircraft System 
fi Innerzone Antrsubmarine Warfare Hellcopter 

High Frequency Anti-Jammer 

C17A 

CV-HELO 
HFAJ 

Air Force 

Navy 
Navy 

Inter-Service/Agency Automated Message Processing 
Exchanae 
Joint Surveillance and Taroet Attack Radar System 

I-S/A AMPE 

JSTARS 

Air Force 

Arr Force 

Mark XV Identification Friend or Foe Mark XV IFF Air Force 

Multiple Launch Rocket Systemflerminal Guidance Warhead 

Short-Range Air Defense Command and Control System 

Short-Ranae Attack Missrle II 

MLRSjTGW 

SHORAD C2 
SRAM II 

Army 

Army 

Air Force 

T-45 Training System 

V-22 Osprey 

Between milestones II and Ill 
Army Helicopter Improvement Program 

Advanced Liahtweraht Torpedo 

T45TS 

V-22 Osprey 

AHIP 

ALWT 

Navy 

Navy 

Army 

Navv 

Advanced Medium-Range Air-to-Air Missile 

Antisatellite Weapon 

Airborne Self-Protection Jammer 

Joint Tactical Information Distribution System 

AMRAAM 

ASAT 

ASPJ 

JTIDS (Air 
Force) 

Arr Force 

Arr Force 

Navy 
Air Force 

Joint Tactical Information Distribution System 

Ml Abrams Tank Enhancement 

JTIDS 
(Navy) 
MlAl 

Navy 

Armv 

NAVSTAR Global Positioning System User Equipment 

Remotelv Piloted Vehicle 

NAVSTAR 
User 
Equipment 
RPV 

Atr Force 

Armv 

Submarine Advanced Combat System SUBACS Navv 

Trident II 05 Weapon System Trident II 
(05) 

Navy 

The Approach We Used to To answer the six evaluation questions, we obtained documents to pro- 

Collect and Analyze Data vide evidence of service policies and program management activities 
and conducted structured interviews to ensure that information was 
consistently obtained from the program management offices. Our data 
sources are discussed briefly below and more fully in chapters 2 and 3. 
Table 1.2 gives an outline of the primary data sources by evaluation 
question. 
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Table 1.2: The Primary Data Sources for Our Evaluation Questions 

Evaluation question 
1. How does DOD define technical risk? 

2. What guidance does DOD provide for assessrng technical risk? 

3 How have the services implemented Imtiative 1 l? 

Publications, 
Office of the 
Secretary of 

Defense, and Program 
setvice 

headquarters School 
management 

office Lab Contractor _____ 
X 

X X 
X __- 

4. What are the characteristrcs of current efforts to identify the technical risks 
of new systems? 

x x X 

5. How are efforts to identify technical nsk implemented? 
6. What information on technical nsk IS available to decisionmakers in the 
review orocess? 

x x X 

X 

For question 1, on DOD’s definition of risk, we gathered publications that 
define technical risk, including regulations and other documents specifi- 
cally about risk assessment for DOD and the three services. 

For question 2, on DOD guidance, to gain background information on the 
approaches to technical risk assessment available within DOD, we used 
documents and interviews at the Office of the Secretary of Defense and 
the Defense Systems Management College, the Army Logistics Manage- 
ment Center, the Naval Postgraduate School, and the Air Force Institute 
of Technology. 

For question 3, on Initiative 11, our primary sources were documents 
(regulations, memoranda, and policy statements that represented offi- 
ciaI responses to Initiative 11) and interviews with staff in the Office of 
the Secretary of Defense and with individuals at the headquarters of the 
three services who were involved in decisions relevant to the initiative. 

For questions 4,5, and 6, on risk effort characteristics, mlementation, 
and information for decisionmakers, the primary data source was an in- 
depth census of our universe of programs. We gathered documents and 
interview information from program management offices on the risk- 
identification efforts performed for major systems under development 
in the Army, Navy, and Air Force. (We also conducted exploratory inter- 
views with individuals in DOD and at the headquarters of each service.) 
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Documentation included risk assessments performed for the weapon 
systems and documents available for the D&UK review. Among the docu- 
ments required by the DSARC were system concept papers, decision coor- 
dinating papers, integrated program summaries, test and evaluation 
master plans, acquisition strategies, and briefing materials prepared for 
the DSARC and the services. At each program office, we interviewed the 
program manager and deputy, contract officer, chief engineer, and 
others, if any, involved in performing risk assessment efforts. We also 
interviewed staff at service laboratories and contractors if they per- 
formed assessments for the program management office, but we did not 
seek information from these sources unless the program management 
informed us of their outside contribution. 

For help in answering the last three evaluation questions, we also devel- 
oped structured interviews when data collection across multiple sites 
was required. We used separate data collection instruments for the pro- 
gram offices, schools, laboratories, and contractors. We developed a pri- 
mary interview for program managers, deputy program managers, chief 
engineers, and other program staff and an additional set of questions, 
which we used in conjunction with the main interview, for persons who 
actually conducted risk-identification efforts. We used separate inter- 
view forms for contract officers and for program offices in the Army 
that employed the total risk assessing cost estimate approach. Forms 
were pretested at 6 program offices during the planning phase of this 
study. Further information on the data collection instruments is avail- 
able from GAO'S Program Evaluation and Methodology Division. 

We selected qualitative data analysis, including a tabulation of variables 
drawn largely from our interviews in the program management offices, 
as the approach best suited to the information we gathered. We also 
analyzed the documents we collected in order to describe the technical 
risk information they contained. 

For a few weapon systems, the program management offices performed 
two or more risk efforts. For these, an effort was considered primary if 
it was the one most frequently mentioned by respondents or was the one 
that had been most recently conducted or met more technical risk 
assessment criteria than other efforts (see chapter 3). Appendix I men- 
tions a variety of technical risk evaluations that we did not include in 
our analyses. (Our review was conducted in accordance with generall) 
accepted auditing standards.) 
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Our Study’s Strengths Given its purpose and design, our study has strengths and limitations 

and Limitations 
that should be recognized. One limitation is that the study’s accuracy 
and completeness of data depend largely on the respondents. Whenever 
possible, information from one respondent was confirmed, and inconsis- 
tencies resolved, by checking with other respondents, including former 
members of the program management staff, and by referring to official 
program documents. In some instances, however, the structure of the 
program office or the nature of the risk effort made it impossible to 
obtain further information; thus, for a few questions in the report, some 
data are missing. 

A second limitation derives from the parameters set by our evaluation 
questions. The purpose of this study was to discriminate risk efforts on 
the basis of clear differences in their design and implementation. Our 
purpose was not to determine whether the efforts were actually used in 
program decisionmaking or to compare the effectiveness of efforts that 
do and do not meet various assessment criteria. Accordingly, we did not 
attempt to link efforts to outcomes such as restructuring programs or 
reducing cost growth. 

A third limitation also derives from our purpose. We examined only the 
process of addressing technical risk in weapon systems development. \Ve 
made no attempt to estimate actual risk or the accuracy of statements 
about risk for the systems. No judgments were made about which sys- 
tems have high risks or about whether risks should be an impediment to 
approving the continuance of systems. 

The study has noteworthy strengths as well. First, our interviews were 
with respondents who have a comprehensive range of interests and 
experiences relevant to this topic, including program managers mile- 
stone reviewers in command offices and in the Office of the Secretary of 
Defense, and staff members in program offices, laboratories, and con- 
tractors. We also interviewed representatives of DOD schools offering 
courses on risk. In combination, our interviews included respondents 
who plan, perform, interpret, and review risk efforts and respondents 
who provide relevant training. 

Second, with the exceptions already noted, we covered all major acquisi- 
tions now in development. Since these receive DOD's closest scrutiny. we 
expected risk efforts for these systems to be among DOD'S most careful 
attempts to identify and plan for technical problems. 
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Third, working from published sources on risk assessment and program 
management (listed in appendix II), we developed generic criteria for 
gauging the quality of risk efforts. To our knowledge, no other set of 
crit,eria like these exists. While our set is not necessarily definitive. it 
does offer a meaningful way to discriminate risk efforts and a basis fog 
further refining the criteria. 

Finally, this report provides new and important information. Previous 
studies have not systematically described the characteristics of DOD’S 

risk efforts or the information these efforts provide to decisionmakers. 
(See, for example, Army Department, 1973, and Williams and Abeyta, 
1983.1 ) Ours does, providing a basis for evaluating possible revisions in 
relevant DOD policies and practices and for planning studies of the 
effects of risk assessment on program costs and schedules. Appendix III 
contains comments DOD made on a draft of this report and our response 
to the comments. 

’ Full bibliographical data are given in appendix II. 
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DOD’s Policies for Technical Risk Assessment 

In this chapter, we answer the first three evaluation questions: 

1. How does DOD define technical risk? 

2. What guidance does DOD provide for assessing technical risk’? 

3. How have the services implemented Initiative 1 l? 

Current DOD policies call for the acknowledgment and discussion of a 
system’s technical risks throughout the acquisition cycle. Responsibility 
for assembling and providing technical risk information is placed on the 
program management office. As a result, reviewers of the system may 
have the advantage of obtaining information from the persons who are 
the most experienced with it. One disadvantage is that the program staff 
may not provide an objective or independent look at the system, 
although the reviewers need complete and comprehensive technical risk 
information to make their own evaluations. 

The first document required for approving the acquisition of a weapon 
system, “Justification for Major System New Start,” must discuss the 
maturity of the system’s technology with “particular emphasis on 
remaining areas of risk.” Later, at each milestone, decisions made at 
higher command levels must take technical risk into consideration. This 
is to be documented as follows. 

1. At milestone I, a system concept paper must identify key areas of 
technical risk, which are to be reduced through research and develop- 
ment, the reduction to be validated through testing and evaluation 
before milestone II. 

2. For milestones II and III. a decision coordinating paper must contain a 
discussion of the continuing technical risks of the system. For milestone 
II, this paper must also discuss test and evaluation results and show 
that all significant risk areas have been resolved and that the tech- 
nology requires only engineering (not experimental) efforts. 

3. For each milestone review, a test and evaluation master plan must 
describe critical issues to be addressed by testing, including issues 
arising from technical risk. 

4. If all or part of the system’s technology has not been demonstrated, 
then for each milestone review, an integrated program summary must 
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identify the technical risks and activities that have been planned for 
reducing them. 

5. For each milestone review, a paper called “acquisition strategy” must 
summarize the technical risks and the plans to reduce or eliminate them. 

Further evidence of DOD's concern with technical risk appears in testi- 
mony before the Congress. In hearings before the House Budget Com- 
mittee on February 23, 1983, the undersecretary of Defense for research 
and engineering stated that DOD was “making realistic assessments of 
technical and schedule risks and limiting technological advancements to 
be incorporated in our systems” (U.S. Congress, 1983b, p. 508). On Feb- 
ruary 27, 1984, in hearings before the House Armed Services Com- 
mittee, the undersecretary stated that following Initiative 11, 
“significant progress” had been made toward reducing cost growth 
stemming from technical risk, citing an effort that “quantifies the cost 
required to overcome development risk and program the RDT&E 

[research, development, test, and evaluation] funds needed” (U.S. Con- 
gress, 1984, p. 70). 

Finally, as we discussed in chapter 1, Initiative 11 called upon the ser- 
vices to improve their technical risk assessments and to budget for tech- 
nical risk. As a result, analysts inside and outside DOD have developed or 
identified approaches for assessing technical risk. 

How Does DOD Define There appears to be no standard definition of technical risk in DOD'S doc- 

Technical Risk? 
uments and regulations or those of the services. In some instances, the 
term “risk” is used to refer to program risk in general. In other 
instances, the term refers to one or another component of program risk, 
such as cost growth, schedule delays, and performance problems. Risk 
assessment approaches often break program risk into these components. 
Some approaches deal exclusively with one component; others incorpo- 
rate more than one within the same model. While each of these risk com- 
ponents is critical to program success and requires explicit attention, 
they are not independent. As we discussed in chapter l! technical prob- 
lems are apparently a major factor in the cost overruns in weapon sys- 
tems acquisition. Therefore, technical risk is related to cost risk and, in 
the same way, to schedule risk. 

The Defense Systems Management College defines risk as “the 
probability and consequence of not achieving some defined program 
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goal-such as cost, schedule or technical performance” (Defense Sys- 
tems, 1983. p. 3). This definition suggests that ratings of technical risk 
should take into account both the likelihood and the consequences of 
problems. Accordingly, a problem considered very unlikely might be 
rated “high-risk” because if it were to occur, its consequences for pro- 
gram cost or schedule would be severe. Combining probability with con- 
sequences in a single rating obscures the nature and level of risk from 
technical problems. In any case, this definition is not binding or even 
actively promulgated within DOD. 

DOD’S regulations on milestone documents do not provide a definition of 
technical or program risk, nor does DOD’S directive for managing risk in 
the transition from development to production (discussed in the next 
section below). The only service regulation we found with a definition of 
program risk is Air Force Regulation 70-15. It governs source selection 
policy and procedures and defines high, moderate, and low risk, slightly 
paraphrased as follows: 

1, High risk is likely to cause significant, serious disruption in schedule. 
increase in cost, or degradation in performance, even with special atten- 
tion from the contractor and close government monitoring. 

2. Moderate risk can cause some disruption in schedule, increase in cost. 
or degradation in performance, but special attention from the contractot 
and close government monitoring can probably overcome the 
difficulties. 

3. Low risk has little potential for causing disruption in schedule, 
increase in cost, or degradation in performance; normal effort from the 
contractor and normal government monitoring can probably overcome 
the difficulties. 

Like the definition of risk given by the Defense Systems Management 
College, the Air Force definitions of risk levels combine the likelihood 
that a problem will occur with the seriousness of its consequences. 
Moreover, the Air Force definitions do not require ratings of technical 
risk distinct from ratings of cost and schedule risks; they combine these 
components into an overall rating of program risk. 

Air Force Regulation 70-15 also requires contractors to identify risks in 
their proposals. The regulation suggests that the program management 
office should give the source selection evaluation board that receives the 
proposals an independent assessment of the risks in advance. However, 
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it does not specify how to assess the risks. The Army and Savy have no 
corresponding regulations defining risk. 

Has Initiative 11 imposed upon DOD a standard definition of risk’.’ Since 
“technological risk” appears in its title, “Incorporate the I’se of llud- 
geted Funds for Technological Risk,” Initiative 11 clearly refers to tech- 
nical risk, not schedule or cost risk. Two years after Initiative 11 ~vas 
issued, the deputy secretary of Defense reiterated this point. saying thur 
the services had implemented procedures to budget for “technological 
risk” (U.S. Congress, 1983a, pp. 252, 270, and 284). Yet TR.+UX. the total 
risk assessing cost estimate method recommended by the deputy secre- 
tary for this purpose, may focus on cost or schedule risk. It does not 
require an explicit focus on technical risk or provide a definition of tech- 
nical risk. (TRACE is discussed in detail later in this chapter.) 

In summary, we found no standard definition of technical risk within 
DOD. The only definitions that do exist are for program risk as a whole. 
specifying cost, schedule, and performance as three components of risk. 
Even these definitions are not standard, however, and no regulation sets 
them for the whole department. (We describe the program offices’ var- 
ious working definitions of technical risk in chapter 4.) 

What Guidance Does 
DOD Provide for 
Assessing Technical 
Risk? 

Approaches for assessing technical risk can be either quantitative or 
qualitative, depending on whether statistical probabilities are assigned 
to a risk element. But all risk assessment entails some subjectivity. In 
virtually all approaches, experts are asked for subjective judgments of 
what the risk elements are as well as the likelihood of their occurrence. 
What distinguishes one approach from another is the information that 
goes into the subjective judgments (such as test results or professional 
expertise) and the ways in which the information is obtained. as well as 
the kind of information requested (for example, a judgment of high. 
medium, or low risk or a judgment about statistical probabilities). 

Quantitative Approaches Specifically in response to Initiative 11, the Defense Systems Manage- 
ment College published Risk Assessment Techniques: A Handbook fog 
mram Management Personnel (Defense Systems, 1983). The hand- 
book guides program management offices in conducting formal, quanti- 
tative risk assessments with various probabilistic approaches. It 
describes tools and techniques intended for deriving budget figures for 
risk that can be used more specifically to quantify technical risks as 
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well. Two of the most frequently used quantitative approaches for tech- 
nical risk assessment, both covered in the handbook, are the “network” 
and “risk factor” approaches. 

The network approach involves modeling the acquisition process for a 
system as a network, in which the nodes or end points represent mile- 
stones in the program and the links between the nodes represent activi- 
ties that must be carried out in order to reach each end point. The 
probability of successfully carrying out an activity is usually added to 
the model. Numerous computer simulations are then performed to eval- 
uate the probability of achieving the goal represented by the network as 
a whole. Examples of network models are the “venture evaluation and 
review technique” and “risk information system and network evalua- 
tion technique,” both of which may also be used to address schedule risk 
and cost risk. 

The risk factor approach was developed to support budgeting for tech- 
nical risk. In this approach, all elements of a system and their associated 
costs are identified in a baseline cost estimate. A “risk factor” is then 
determined for each element associated with risk in the weapon system. 
This factor is a number by which the estimate should be increased to 
account for a technical problem if it were to arise. The estimate and risk 
factors are determined by individuals with expertise in the technology 
required for the weapon system. 

Another quantitative approach is decision analysis. Also covered in l?i& 
Assessment Techniques, it requires the development of a decision “tree” 
(a kind of flow diagram) in which sequences of supporting decision 
steps are laid out in branches. This aids in identifying uncertain occur- 
rences in the chain of decisions. Probabilistic performance simulation. 
an approach not covered in the handbook, is the application of a com- 
puter simulation to equations representing factors that can contribute to 
technical risk. These factors may be specified by government require- 
ments or derived from specific system performance goals. 

Such risk assessment approaches as these can be used in different 
aspects of the acquisition process. The program management offices can 
use them for budgeting, as in the use of TRACE to budget for risk, and for 
day-to-day program management, as when decisions about program 
alternatives must be made. The assessments can also be used in deci- 
sions made at levels above the program office, for both budgeting and 
making realistic decisions about the technology of the weapon system. 
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Assessments of risk can also help determine if program milestones have 
been scheduled appropriately. 

Qualitative Approaches The Defense Systems Management College handbook focuses on quanti- 
tative approaches, but qualitative techniques are perhaps more widely 
used and are generally simpler to apply. Some qualitative approaches 
provide only a single risk rating for a system as a whole, but a generic 
approach recommended by LTV Aerospace and Defense Company 
requires a comprehensive examination of program technical risk areas. 
It involves the following steps. (1) Develop a decision tree to display the 
hierarchy of critical system requirements. (2) Specify the parameters 
for tracking technical performance during the program. (3) Review the 
system design and system requirements, preferably by breaking the 
work down into its essential structure, to ensure that all elements are 
examined. (4) Establish written criteria to define levels of risk. (5) 
Ensure that program managers are aware of and understand the 
approach, status, and results of the assessment. (6) Document the risk 
assessment approach and results. 

Rather than using the probabilities that are estimated for quantitative 
ratings, qualitative approaches assess risk either through descriptive 
information (identifying the nature and components of risk) or through 
an ordinal scale (high, medium, and low, for example, or red, yellow, 
and green). However, qualitative ratings are like quantitative ratings in 
that they are usually based on’the judgment of experts. 

Other DOD Efforts to 
Address Risk 

Another approach to risk, known as risk management, does not assess 
risk. Risk management, because it identifies and reacts to problems as 
they arise, is not prospective in the way risk assessment is. Risk man- 
agement is the implementation of strategies to control or monitor pro- 
gram risks, and it may follow a technical risk assessment and focus on 
risks the assessment identified. Moreover. risk management does not 
necessarily provide explicit coverage of technical risk; it may center on 
schedule or cost considerations. 

In a recent effort toward risk management in a particular phase ,of the 
acquisition process, DOD explicitly recognized the distinction between 
risk management and risk assessment. DOD's January 19, 1984. directive 
4245.7, entitled “Transition from Development to Production,” requires 
that all systems in development and production are to implement a 
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formal program of risk evaluation and reduction. It calls for the assess- 
ment of program risk throughout the acquisition cycle and charges pro- 
gram management with the execution, and the DSARC kvith the 
enforcement, of the provisions. 

The resource document for implementing the directive is called “Solving 
the Risk Equation in Transitioning from Development to Production” 
(DOD manual 4245.7-M) and was developed by a Defense Science Board 
task force under the leadership of the deputy chief of naval material for 
reliability, maintainability, and quality assurance. The document 
includes a series of templates, geared to the most critical ev’ents in the 
design, test, and production elements of the industrial process, but it is 
aimed at risk management and does not provide a technical risk assess- 
ment approach for program management offices. 

To complement “Solving the Risk Equation,” the task force developed 
“Best Practices for Transitioning from Development to Production,” 
another manual in which technical risk assessment is recognized as a 
separate function essential to the successful development of a weapon 
system. The manual suggests ways to avoid pitfalls in risk management 
but does not describe or recommend approaches for risk assessment. 

In addition to looking for specific approaches, we looked for more 
generic definitions of and criteria for technical risk assessment, We 
found that DOD has not established a generic definition or generic cri- 
teria. After reviewing research in organizational management as well as 
risk assessments by DOD and private industry and after consulting with 
a number of experts in technical risk assessment, we developed five cri- 
teria for defining it: prospective assessment, planned procedures, 
explicit attention to technical risk, documentation, and reassessment in 
each acquisition phase. 

If an assessment is to be called “technical risk” assessment, all five of 
these criteria must be present. For instance, the qualitative and quanti- 
tative approaches we described can all be used to perform technical risk 
assessments, but using them does not guarantee that an assessment 
meets the five criteria. A very sophisticated analysis that had not been 
documented, for example, would not be a technical risk assessment 
under our definition, This is because an undocumented analysis is not 
very useful for decisionmaking. (Each of these criteria is discussed in 
detail in chapter 3.) 
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In summary, many technical risk assessment approaches. quantitative 
and qualitative, are available within DOD. But there is no official polic) 
to guide program managers and analysts in the selection of suitable 
approaches, and there are no generic criteria defining an adequate tech- 
nical risk assessment, independent of each individual approach. 

How Have the Services In 1981, the deputy secretary of Defense conducted a systematic rcviw 

Implemented Initiative 
of DOD'S acquisition process, with the objectives of reducing costs, 
making the process more efficient, increasing program stability, and 

ll? reducing the time required for system development. From this review 
evolved 32 initiatives. including, for example, the use of more econom- 
ical production rates and earlier testing of systems. Initiative 11 
required the services to increase their efforts to quantify technical risk. 
In particular, the initiative required the services to adopt the Army’s 
total risk assessing cost estimate (TRACE) method or propose an alterna- 
tive. Reporting on the status of the initiative in a June 8. 1983, memo- 
randum, the deputy secretary of Defense stated that procedures to 
budget for risk had been implemented by the services. “This initiative is 
now considered completed,” he said. After a short description of TKXX 
what each service actually did, as the services reported it, is discussed 
below. 

The Army developed the total risk assessing cost estimate method in 
1974 in order to be able to add an incremental dollar figure to the base- 
line cost estimate of a program that would account for uncertain events 
and to be able to base a justification of this figure on sound estimation 
and analysis. The dollar figure is calculated by identifying uncertain 
events for the various subsystems or components in a program and esti- 
mating the amount of money that would be required to cover additional 
costs associated with each potential problem. Once these costs have 
been calculated (by means of various techniques including some 
described above), TRACE provides an estimate that represents the trade- 
off between funding only for costs of the program that can be identified 
with certainty and funding for all possible risks. 

According to TRACE guidelines, the risks that may be included in TRACE 
calculations are design changes to resolve technical problems, 
rescheduling to resolve technical and budgetary problems or the late 
delivery of components or materials, additional testing of design correc- 
tions and hardware to support them, nonnegligent human error, and 
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program termination.’ Many of these risks, of course, are not necessarily 
technical in origin. Thus, to fulfill Initiative 11, analysts using the TRACE: 

procedure (or any alternative) must distinguish technical risks from 
other risks and then quantify the technical risks. One way to do so is to 
estimate numerical probabilities for the occurrence of various technical 
problems. In network analysis, the probabilities are used as input fot 
calculations of overall technical risk. They can also serve as a basis for 
projecting the cost implications of each problem. A second and more 
direct way to quantify technical risks is simply to estimate the amount 
needed to cover each possible problem and use this amount as a quanti- 
tative indicator of risk. 

AmY Originally, TRCE funds were calculated for the preproduction phases of 
system acquisition-research, development, testing, and evaluation- 
because much of the risk associated with weapon system development 
arises in the early stages. In its internal budgeting, the Army now 
applies TRACE to the production phase for some systems as well. The 
Army’s response to Initiative 11 was to continue the previously insti- 
tuted TRACE program. Program offices were not directed to distinguish 
technical risk in their TRACE analyses or to quantify the costs associated 
specifically with technical problems. 

Navy Responding to Initiative 11, the Kavy established a pilot program to 
evaluate the use of TRACE with six systems. The opinion of the coordi- 
nator within the Naval Air Systems Command, where the pilot program 
was set up, is that the methods for calculating risk funds are so compli- 
cated and require so much time that, when they are affordable. the) 
must be done by outside experts. Consequently, he stated. the outsiders 
become the risk experts, and program managers gain little knowledge. 
The Navy has confined TRACE to preproduction phases and has nevw 
moved beyond the pilot effort. Some of the systems in the pilot program 
have dropped the use of TRACE and others are no longer eligible, ha\-ing 
moved into production. The pilot effort did not require that TRACE anal- 
yses pay explicit attention to technical risk. 

‘Costs for modifications that result from changes in the statement of technical requirements. thr 
effects of inflation, and additional costs stemming from pay increases are not consldered In .TKVF: 
calculations. 
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Air Force The Air Force chose not to adopt TRPCE for dealing with risks. and there- 
fore none of its programs has TRACE funding. The response of the Air 
Force to Initiative 11 was to state its satisfaction with the cost estima- 
tion procedures already in use for quantifying risks, saying that it sag 
no advantage to the TRACE approach. The Air Force issued no require- 
ment for explicit attention to technical risk in those procedures. Initia- 
tive 11 thus changed no Air Force policies. 

Initiative 11 and the According to the director of major systems acquisition in the office of 

Defense Systems the undersecretary of Defense for research and engineering, Initiative 

Acquisition Review Council 11 led to no changes in procedures or documentation that the DSARC uses 
to evaluate the development of systems. 

Summary of Initiative 11 Initiative 11 was intended to promote the quantification of, and 
budgeting for, technical risks. In response to Initiative 11, one Navy 
command (the Naval Air Systems Command) tried a small TRACE pilot 
program. The Air Force made no changes from the outset. and the &-my 
has maintained the TME program at its earlier status. Yet. as \ve noted 
earlier, to fulfill Initiative 11, the services would need to conduct anal- 
yses that distinguish technical risks from other risks and quantify the 
technical risks by means of probability or cost estimates. TRACE does not 
necessarily do so, and none of the services has instructed its program 
offices to use TRPCE, or any alternative, in ways that would deal specifi- 
cally with technical risks. Sor has the DSARC adopted any procedure 01 
requirement that would entail distinguishing and quantifying these 
risks. The net effect of Initiative 11 on technical risk assessment proce- 
dures has thus been negligible. 

Summary We found that the Department of Defense has general policies calling fol 
technical risk assessment, but the policies do not provide any standard 
DOD definition of program risk or technical risk, and they offer no guid- 
ance for designing or selecting suitable assessment approaches. Regula- 
tions governing system documentation require that technical risk be 
addressed but do not define technical or program risk. 

Seither the DSARC nor the services have responded to Initiative 11 by 
requiring assessments that distinguish technical risks from other pro- 
gram risks or quantify the technical risks. 
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In this chapter, we describe how the 25 program management offices we 
examined attempted to identify the technical risks of the 25 systems. 
Because of Initiative 11 and the Defense Systems Management College 
handbook on risk assessment, we expected to find the offices assessing 
technical risk in quantitative (or probabilistic) terms and earmarking 
funds to cover that risk. Because of DOD requirements for milestone 
reviews, we also expected to find documents explaining how risk is 
assessed and how the amount of funds needed to cover risk is calcu- 
lated. We believed that some offices might identify risks in other ways 
as well, perhaps using qualitative approaches like those described in 
chapter 2 or setting up a risk management system to pinpoint technical 
problems as they arise. 

In short, we expected considerable variability in approaches to technical 
risk and wanted to be sure that our data collection did not miss this 
variability. Hence, in our interviews and document reviews, we investi- 
gated every effort of the program offices to identify technical risks We 
have used the expression “risk effort” to refer to whatever approach we 
found in the 25 offices, reserving the term “technical risk assessment” 
for efforts that met the particular criteria described below. 

In this chapter, we cover evaluation questions 4-6: 

4. What are the characteristics of current efforts to identify the tech- 
nical risks of new systems? 

5. How are efforts to identify technical risks implemented? 

6. What information on technical risk is available to decisionmakers in 
the review process? 

To answer question 4, we first discuss the number of program offices 
that used quantitative efforts to budget for risk. Then, to provide a 
basis for describing efforts in all 25 program offices, we establish five 
criteria that are essential in technical risk assessment and discuss the 
number of program offices meeting these criteria. To answer questions 5 
and 6, we consider all efforts we found, whether or not they met all five 
criteria. 

Answers to a few study questions from respondents inside an office 
were inconsistent in ways we could not resolve by referring to the 
majority answer or program documents. Other information we needed 
was simply not available, and where this is relevant, we note it. For 
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most of our questions, though, an overall response could be coded for all 
or almost all the offices. 

What Are the To answer this evaluation question, we first describe quantitative 
efforts to budget for risk and then describe the efforts we found in all 2.5 

Characteristics of offices. 

Current Efforts to 
Identify the Technical 
Risks of New Systems? 

Quantifying and Budgeting Despite the availability of the Defense Systems Management College risk 

for Technical Risk assessment handbook, and despite the deputy secretary’s assertion that 
Initiative 11 has been implemented, none of the offices we examined had 
performed a quantitative effort and used it for the purpose specified in 
Initiative 1 l-to calculate the funding necessary to cover t.echnical risk. 
One office, responsible for the Army’s Short-Range Air Defense Com- 
mand and Control system (SHOFWD cz), did perform a quantitative assess- 
ment of technical risk but then supported its application for risk funds 
with an entirely different assessment. The latter assessment used TR-UX 

to calculate cost risk from potential schedule slippages, in which tech- 
nical risks were not quantified or even explicitly considered. 

Assessment Criteria 
Risk Efforts 

and Although we found that no quantitative efforts had been used for risk 
budgeting, we found other efforts in all 25 program offices and collected 
descriptive information on them. We imposed no definition of “risk 
effort” but simply asked respondents to describe relevant activities. 
however they defined this expression. If any part of their effort had 
been handled by sources outside the office-for example, service labo- 
ratory staff or contractors-we interviewed these sources as well. 

As we reported in chapter 2, DOD has no policy calling for a particular 
assessment approach or specifying, in general terms, what sorts of 
assessment are acceptable. Since we could not compare the efforts we 
found to any official DOD standard, we reviewed the research on organi- 
zational management as well as risk assessments conducted in DOD and 
the defense industry (given in the bibliography) and consulted method- 
ologists familiar with the area. From this review, we developed five cri- 
teria that can be considered essential in the assessment of technical risk: 
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1. prospective assessment: Possible future technical problems are con- 
sidered, not just current problems. 

2. planned procedures: Assessment is planned and systematic, not 
incidental. 

3. attention to technical risk: There is explicit attention to technical risk, 
not just to schedule or cost risk with consideration of technical risk left 
implicit. 

4. documentation: At a minimum, technical risk assessment procedures 
and results are written down in some form. 

5. reassessment in each acquisition pw: New or updated assessments 
are made in order to detect changes in risk during a system’s 
development. 

These criteria are not necessarily definitive, but they do reflect relevant, 
attainable characteristics and thus provide a reasonable basis for 
appraising the quality of risk efforts. Moreover, since we did not 
attempt to gauge the accuracy of risk ratings or the suitability of partic- 
ular assessment approaches, these five criteria represent a minimum 
standard of quality. As we noted earlier, we reserve the term “technical 
risk assessment” for efforts meeting all five criteria. 

Below, we briefly discuss each of the five criteria and then cite the 
number of program offices with risk efforts that met each one. Then we 
discuss efforts meeting all five. Table 3.1 shows the criteria that were 
met for the 25 systems in table 1.1. 
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Table 3.1: DOD Risk Efforts Rated on 
the Technical Risk Assessment Criteria Reassessed 

in each 
Service and system Prospective Documented Planned Explicit phase ~~__ 
Army ___-~ - ~~ ~-.~ ~~ ~. _ 
AHIP X X X X 

MlAl X X X 

MLRSfTGW X X X 

RPV X X X X X 

SHORAD C2 X X X X X 

Navy 
ALWT X X X 

ASPJ 

ASW SOW 

ATRS 

CV-HELO 

HFAJ 

JTIDS 

SUBACS 

T45TS 

Trident II (DS) 

V-22 Osprey 

Air Force 
AMRAAM 

ASAT 

C-17A 

I-S/A AMPE 

JTIDS 

JSTARS 
Mark XV IFF 

NAVSTAR User Equipment 

SRAM II 

Total 

X X X 
X X X X X 

X X 

X X X 

X X 

X 

X X X 

X X X X 

X X X 

X X 

X 

X X X X 
X X X 

X X 

X X 

X X X 

X X X X 
X X X 

X X X 

16 9 18 18 15 

Prospective Assessment To be useful predictively, technical risk assessment must identify risks 
well before they become actual problems. An assessment early in the 
development process- listing risk areas and perhaps estimating degrees 
of risk as well-can provide a systematic foundation for further anal- 
ysis and revision as a system moves through acquisition. But an assess- 
ment based, for example, on tests conducted just prior to the production 
decision (milestone III) does not assess the risk that the problems JGJ 
occur. It uncovers the fact that problems have already occurred. 
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Planned Procedures 

Prospective risk efforts were conducted for 16 (or 64 percent) of the 
systems. For the 9 others (or 36 percent), technical problems were iden- 
tified as they arose, often through risk management systems. bllt risks 
were not identified in advance. 

Technical risk assessments must be carefully planned-that is. risks 
must be identified by deliberate, systematic procedures. Without plan- 
ning, technical staff members may overlook potential risks, or some ma) 
believe a system’s components to be high in risk while others believe the 
same components to be moderate or low in risk. Such discrepancies 
could easily go unrecognized until a risk turned into a major problem. 
Technical risk assessment cannot consist of only unplanned, occasional 
discussions of risk in staff meetings or other ad hoc procedures. 

We found 18 systems (72 percent) with planned efforts. Ad hoc efforts 
were made for 7 (28 percent); risk was considered when staff members 
or outside entities brought it up, but risk efforts were not a planned 
activity. 

Explicit Attention to Technical Risk Some assessments combine the technical, cost, and schedule components 
of overall program risk. For example, the Army’s TRACE procedure uses 
“high, ” “low,” and “most likely” cost estimates for each subsystem, pro- 
ducing an overall estimate of cost risk for the system as a whole. The 
sources of subsystem cost risk, including possible technical problems, 
may not be identified explicitly; if not, the assessment will not be useful 
as an indicator of the system’s technical risk. 

In our study, risk efforts for 18 systems (72 percent) identified technical 
risks explicitly. Efforts for the 7 others (28 percent) considered tech- 
nical risks only implicitly, in cost risk or schedule risk assessments, or 
measured overall program risk without isolating its component of tech- 
nical risk. 

Documentation Technical risk assessments must be documented, so that program mana- 
gers, technical staff, and reviewers can monitor the procedures followed 
to identify risks and can verify the results. This capability is especially 
important for program managers and staff newly assigned to an ongoing 
development effort and for milestone reviewers who might need to 
know specific details. 
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For only 9 of the systems (36 percent) in our study were the risk efforts 
documented. For the majority (64 percent) technical risk was addressed 
in staff meetings and program planning without recording the process OI 
results. (In these cases, our data on risk efforts were obtained from 
interviews, as we noted in chapter 1. with program office staff.) Xl1 the 
program offices provided some risk information in the milestone revie\l 
documents, but it was insufficient (for reasons we delineate in the SW- 
tion below on technical risk information available to decisionmakers). 

Reassessment in Each Acquisition 
Phase 

Movement from one phase to the next is based on the status of a 
system’s technical problems. Thus. program management staff and 
reviewers must be able to track the identification of risks during a 
system’s development and gauge, from data such as test results or 
expert judgment, how much progress has been made. Risks must first be 
assessed early in concept exploration and then be reassessed later in the 
same phase, so that decisionmakers at milestone I can know what risks 
have been identified and how much progress has been made toward 
their resolution. Since system development is ongoing and milestone 
reviews may lead to design changes, another assessment would be due 
early in the next phase. The same logic supports further reassessment, 
leading ultimately to the milestone III decision for production and 
deployment of an operational system. In short, technical risk assess- 
ments should be conducted at least twice in each acquisition phase. one 
early and another late, to support staff and review decisions regarding 
whether and how to proceed to the next phase. Each reassessment may 
be an entirely new effort or update the previous one. Figure 3.1 depicts 
this criterion. 
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Figure 3.1: The Criterion of Reassessment in Each Acquisition Phase 
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We were unable to define a time for early and late assessment in each 
acquisition phase for each system. Program management offices skipped 
at least one milestone for many systems. For others. because develop- 
ment had begun several years ago or milestone review dates had 

Page 40 GAO/PEMD-86-5 Technical Risk Asscssmtwt 



chapter 3 
Dtfferences In How the Program Offices 
Addrew TeehnIcal Risk 

slipped, we could not establish early or late times with precision. An 
alternative approach was simply to ask whether risks were assessed at 
least twice in each phase by means of annual updates or the like. We 
could not be sure that there had been one early and one late risk effort 
in each phase, but we could determine that one occurred later than 
another and that the program management staff therefore had had an 
opportunity to detect any changes in risk. 

Since many of the programs in our study skipped one or two early 
phases or had not yet reached full-scale development, we determined 
whether a program management office had assessed risk at least twice 
in each phase a system had reached and not skipped. Of our 25 offices, 
15 (60 percent) had done so. Most of these offices (12 of the 15) per- 
formed risk efforts as an ongoing part of program management. 

Risk Efforts Meeting All 
Five Criteria 

Only 3 (12 percent) of the risk efforts performed for these systems ful- 
filled all five criteria (as we showed in table 3.1): the Army’s Remotely 
Piloted Vehicle (RPV) and Short-Range Air Defense Command and Con- 
trol System (SHORAD cz), and the Navy’s Antisubmarine Warfare 
Standoff Weapon (ASW %Y.v). The prospective decision risk analysis for 
the RPV was conducted according to a planned schedule, first in 1981 
and subsequently in three annual updates. The 1981 and 1982 analyses 
focused explicitly on technical risk. For the 1982 analysis, staff mem- 
bers were asked to rate each of the RPV’S subsystems (target location, 
air-vehicle endurance, and so on) on a six-point scale of technical risk, 
ranging from “none or very low” to “unacceptably high.” The ratings 
were anchored to quantitative estimates of failure and verbal descrip- 
tions of risk. Systems analysts, assigned to the program management 
office according to a matrix organization, aggregated ratings from indi- 
vidual staff members to arrive at overall qualitative ratings. Documen- 
tation described the process and results in detail. (See table 3.2). 
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the persons implementing the effort select one of the options shown in 
table 3.3. 

Table 3.3: Decisions and Options in the 
Implementation of Risk Efforts Decision Option 

Format for rating risk Narrative descnptlon 
Qualitative rating 
Quantltatlve rating 

Scope the ratings WIII cover All subsystems 
Selected subsystems 
System as a whole 

Input collection procedure Single rater 
Group discussion 
Independent raters 

There are, of course: implementation decisions other than what format 
will be used to rate risk, what scope the ratings will cover, and how data 
on risk will be collected. One is how much staff time will be devoted to 
an effort. But it is for these three decisions that particular options (spec- 
ified below) are most likely to produce accurate and useful results. 

Various program circumstances can constrain the choice of implementa- 
tion options. For instance, the decision regarding procedures for col- 
lecting data depends partly on the time and staff skills available for this 
task. Similarly, the decision on rating format depends partly on the com- 
plexity and maturity of the system being developed. Accordingly, for 
each implementation decision, we have indicated the preferable option 
and report the number of risk efforts for which this option was selected. 
But we do not suggest that all efforts should be implemented in the same 
way, and we have not included any implementation option in our cri- 
teria for gauging an effort’s quality. 

R lating Formats The three options for deciding how to rate the technical risks associated 
with a system are narrative, qualitative, and quantitative. Narrative 
information describes potential problems that may preclude reaching 
performance requirements; sometimes it also indicates the source of 
each problem and possible solutions to it or design alternatives. An 
example is the narrative description of risk associated with a component 
of the Army’s Advanced Helicopter Improvement Program: 

“Both [contractor alternatives] have flown a MMS [mast-mounted sight] on their air- 
craft . . and have demonstrated ranges and stability compatible with [system/ 
requirements [But it] may be difficult to optimize stiffness and weight The 
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MMS could impart high main rotor blade bending loads. The main rotor blade bal- 
ancing/tracking could be difficult .” (Fox, 1981, p. A-16). 

Qualitative estimates for the likelihood of not meeting performance 
requirements are usually expressed in an ordinal rating-from high to 
moderate to low-or in a coded ordinal rating-in which, for example, 
red is equivalent to high, yellow to moderate, and green to low. The 
Navy’s Joint Tactical Information Distribution System, for example, 
coded easily solved problems green, possible major problems yellow, and 
any major problems that seemed potential “show stoppers” red. 

Quantitative estimates of risk use a fraction expressed as a decimal to 
represent the probability of meeting or not meeting performance 
requirements. One instance of this is in the effort for the Air Force Anti- 
satellite Weapon. The program office rated the probability of success for 
each ASAT subsystem and then aggregated the figures to produce an 
overall probability of success. 

Narrative ratings have the advantage of content; they describe the 
potential problem, its sources, and its possible solutions. But the narra- 
tive alone does not indicate how raters would estimate the m or mag- 
nitude of risk. Qualitative and quantitative estimates do indicate levels 
of risk. Such estimates alone, however, lack the content provided by 
narrative descriptions. Systems that are well into development or not 
very complex might not require both a discussion of risk elements and a 
specification of risk levels. But, in general, the most informative format 
would combine narrative information with either qualitative or quanti- 
tative ratings. 

Only narrative ratings were used for 5 systems (20 percent) in our 
study. Discussions of risk in the Navy’s Trident II program office, for 
instance, focused on the engineering aspects of technical problems but 
did not ordinarily entail qualitative or quantitative ratings. Fifteen sys- 
tems (60 percent) were rated for risk in qualitative terms without narra- 
tive details. Three systems (12 percent) were given quantitative ratings 
without narrative support. 

A narrative was combined with qualitative or quantitative ratings or 
both for 4 systems (16 percent). For the Army’s AHIP, narratives for sub- 
system risk, like the narrative quoted above for the mast-mounted sight, 
were accompanied by ordinal ratings. 
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The services took different approaches to rating risk. The Savy tended 
to use qualitative ratings only; the Air Force provided either narrative 
i.nformation or qualitative ratings. The Army usually rated risk in quan- 
titative terms, but it combined quantitative with qualitative terms in 
one risk effort and with qualitative and narrative information in tlvo 
efforts. The Army’s greater reliance on quantitative ratings is not 
simply an artifact of the TRACE analyses it used to budget for risk but 
can be accounted for by efforts other than TRACE. However, the Army’s 
familiarity with TRKE may help explain its more frequent use of quanti- 
tative technical risk ratings. 

Rating Scope Efforts to assess risk may focus on a system as a whole or on subsys- 
tems such as hardware components or software subroutines. All subsys- 
tems may be assessed for risk or only those for which there seems to be 
some uncertainty regarding performance. Except perhaps for systems 
that are relatively mature or simple, an effort covering all subsystems is 
likely to be more useful than one covering only the system as a whole or 
only some of its subsystems. Attention to the system as a whole may 
produce an accurate estimate of overall risk but will not by itself iden- 
tify the more problematic subsystems. Similarly, an effort incorporating 
only selected subsystems will not produce an estimate of risk overall, 
and it may not identify the subsystems that were not selected or report 
the reasons for the selection. 

For 2 systems (8 percent) efforts were conducted only for the system as 
a whole. For 11 (44 percent) risk was apparently rated for selected sub- 
systems; for 10 (40 percent), it was rated for all subsystems. 

Differences emerged in scope. The Kavy usually covered some but not 
all subsystems; the Air Force most often covered all. In no case did the 
Army gear an effort to a system as a whole but instead assessed all and 
selected subsystems. 

Procedures Used to Collect The procedures that are used to collect data can affect the comprehen- 
Data on Technical Risk siveness and completeness of the input to an assessment as well as the 

validity of the consequent output. One person may competently identify 
and rate risks. But if time and resources permit, several raters working 
as a group, each with particular experience and areas of expertise, are 
more likely to produce more accurate input, especially if the raters’ 
assumptions are spelled out and technical details as well as possible 
solutions are provided. Communication among raters can generate new 
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insights, transfer information, and force a reconciliation of divergent 
views. Input can be collected in a staff discussion of technical issues 01 
in a survey (using interviews or written questionnaires). 

In a survey, input is collected from independent raters and then tabu- 
lated, and discrepancies are resolved. The advantage of input from sev- 
eral raters working independently over group discussion is that group 
pressures and time constraints do not prematurely close issues requiring 
extended attention. Thus, for all but the most mature and least complex 
systems, input from several independent raters is preferable. 

Risk efforts for 3 of our systems (12 percent) relied on one person to 
handle the effort. Another 17 (68 percent) collected data from two or 
more raters, and 14 of these held at least one meeting at which technical 
risk was discussed. Five (20 percent) collected input from independent 
raters. (Two used both staff discussion and independent raters.) 

Program Circumstances and For format, scope, and input procedure, we have cited the options most 

Implementation likely to generate useful information on risk. We also found that few of 
the program management offices selected these options when they 
implemented their efforts. But, as we noted above, circumstances such 
as available staff time and a system’s complexity can affect implementa- 
tion decisions. We did not attempt to rate such circumstances, since their 
measurement would be highly subjective and imprecise. Therefore. rve 
cannot be certain that the implementation decisions of any of the offices 
were either appropriate or inappropriate. 

At the very least, however, a program office should consider its 
system’s complexity and maturity when making these decisions. If 
implementation options are selected solely in response to staff availa- 
bility and other constraints not specific to a system itself. one cannot be 
confident that the results will be the most useful possible in the further 
development of the system. An office handling a complex new system, 
for example, should at least consider performing quantitative analyses 
in which the risks associated with all the subsystems can be precisely 
aggregated. It might be more appropriate for another office, managing 
enhancements to an existing system, for example, to require only a brief 
description or qualitative rating for each enhancement. 

In our study, respondents cited a wide range of reasons underlying the 
implementation of their risk efforts. Among those most frequently cited 
were staff experience with similar efforts, confidence in the results. and 
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requirements imposed at higher command levels. In only 6 offices (24 
percent) did a respondent say that features of the system itself were 
considered. 

Summary of 
Implementation 

Since implementation options depend partly on program circumstances. 
we have not attempted to specify any essential criteria for implementa- 
tion. But apparently few offices considered program circumstances 
when they implemented their risk efforts, and few offices selected the 
options that are in general most likely to produce accurate and useful 
results. 

What Information on To answer the question on the availability of information on technical 

Technical Risk Is 
risk for those who make decisions at the milestone reviews, we reviewed 
documents and briefing materials (minutes and scripts as well as charts i 

Available to prepared by program management offices to describe their technical 

Decisionmakers in the problems and plans. As we noted in chapter 1, the documents required 

Review Process? 
at milestone reviews include the system concept paper, decision coordi- 
nating paper, test and evaluation master plan, integrated program sum- 
mary. and a paper on acquisition strategy. As we discussed in detail in 
chapter 2. DOD regulations specify that each document must include 
information on the technical risks posed by a system or the progress of 

. risk reduction. 

We requested official copies of these documents by name and briefing 
materials by milestone. We also requested other technical documents 
that were available to reviewers, such as mission element need state- 
ments. program management directives, and technical advisory panel 
reports. Some documents were missing from a few offices, especially fol 
systems that had skipped or not yet reached a milestone and that had 
passed a milestone before the requirement for specific documents had 
been established. Other documents were available but excluded from the 
analysis if the relevant milestone date could not be pinpointed or the 
milestone had been skipped or not yet reached. When we were pro\.ided 
with several versions of one document (for example, an original fol 
milestone I and its later update), we included each version in the anal- 
ysis. Across all the offices, we examined 29 milestone documents and 17 
sets of briefing materials. 
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Sources and Types of 
Information 

Most milestone documents included information on technical risk: 80 
percent at milestone I and 76 percent at milestone II. Although DOD did 
not meet its requirement for technical risk information in all these docu- 
ments, for each system at each milestone there was at least one docu- 
ment providing s‘uch information. Further analysis indicated, however. 
that the information on risk was inadequate. In almost all the documents 
(none of which had quantitative ratings), the information was a narra- 
tive or a qualitative rating of risk for the system or subsystems. Few 
documents specified an effort’s scope or analytical approach at either 
milestone. (See table 3.4.) 

Table 3.4: The Sources and Types of 
Information on Technical Risk at 
Milestones I and II 

Contains 
technical Gives 

risk technical Cites Cites 
Document 
Milestone I 
Test and evaluation master plan 
Svstem conceot 0aDer 

information risk rating approach scope 

25% 25% 0 0 
100 100 0 0 

I , , . 

Acquisition strategy paper’ 

All documents 
Milestone II 
Test and evaluation master plan 
Decision coordinating paper 
Integrated program summary 

Acquisition strategy paper’ 

All documents 

100 100 0 20”;: 
60% 60% 0 7% 

60% 50% 10% 10% 

80 80 -0 -0 
50 50 0 0 

100 100 0 0 

76% 72% 3% 3% 

alncludes documents entltled “Accwsition Plan ” 

For example, the test and evaluation master plan is supposed to list crit- 
ical issues to be resolved by testing- issues arising from operational 
requirements and from technical risk. When a plan lacks a description of 
the risk effort or ratings of the risk associated with critical issues. 
readers may know what issues are considered critical but will not knou 
(or can only infer) the level of technical risk associated with each issue 
or the quality of the risk effort for that system. For milestone I, 7.7 per- 
cent of the plans lacked explicit risk information of this sort; for mile- 
stone II, 40 percent lacked it. 

In another analysis, we examined all the documents the offices provided 
us, including documents not required for milestones and documents for 
which no milestone date could be pinpointed. The pattern of results for 
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documents overall duplicates the pattern we found for only the mile- 
stone documents: among the total of 119 documents, 64 percent pro- 
vided risk information. usually ratings but rarely a description of scopck 
or approach. 

We examined minutes and scripts for briefings in order to determine 
what sort of technical risk information was provided to revic\vers 
orally. In most cases, this information took the form of charts showing 
risk ratings for subsystems or a system overall. For a 1984 DSAHC review 
of the Savy T45TS. for instance, briefing charts provided a qualitative 
risk rating (low to moderate) for the system as a whole. Charts used for 
a 1984 review of the Air Force Mark xv IFF combat identification system 
did not contain qualitative risk ratings but did describe sources of tech- 
nical risk and design approaches for various subsystems. At milestone I. 
43 percent of the briefing materials provided technical risk information, 
which consisted of risk ratings. Kane cited the scope or approach of an 
effort. At milestone II, 50 percent cited risk ratings, and only rarely 
were scope and approach cited. 

In summary, DOD regulations require that all milestone documents 
include information on technical risk or risk reduction. Most of the docu- 
ments we reviewed for this study included such information, but some 
did not. More importantly, the risk information that was available in 
these documents rarely indicated the scope of the effort or the analyt- 
ical approach-two items critical to a thorough evaluation of the tech- 
nical risks posed by a system. The briefing materials we examined 
suggest that risk information was often not provided orally, although it 
is possible that reviewers raised questions about risk at the briefings. 
The information generally provided was a rating of technical risk. but as 
with system documents, briefing materials rarely specified the scope of 
the rating and the analytical approach that produced it. 

Rating Scope and Format The format for risk ratings merits close attention because very few doc- 
uments provide risk information other than ratings and because, as we 
noted earlier in this chapter, the most useful format would combine a 
narrative description of technical problems with a qualitative or quanti- 
tative rating. 

For this part of the analysis, we expanded our concept of scope. In the 
preceding discussion, we focused on whether milestone documents and 
briefing materials cited the scope of the risk effort-all or selected sub- 
systems or the system as a whole. We found that very few did, although 
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risk ratings were reported in the majority of available documents and in 
about half of the available briefing materials. Thus, even if the scope of 
the effort was not cited, we can still ask: What was the scope of thtb 
ratings? We noted earlier that risk efforts are generally more ust~ful 
when they cover all subsystems, not just selected subsystems or the 
system as a whole. Combining these two concerns, we cross-classified 
milestone documents and briefing materials by their format and scope to 
see in more detail how risk was rated for milestone reviews. 

Few documents (15 percent) provided descriptions of technical problems 
along with a risk rating, and the documents that did covered the system 
as a whole or selected subsystems. None covered all subsystems. Of the 
briefing materials, 20 percent provided descriptions along with qualita- 
tive ratings, and half of these (10 percent) covered all subsystems. i See 
table 3.5.) 

Table 3.5: The Format and Scope of 
Risk Ratings in Milestone Documents Format 
and Briefing Charts Scope Descriptive Qualitative Both 

Milestone documents 
System as a whole 7% 22"b -10% 

- Selected subsystems 41 12 5 
All subsystems 0 2 0 
Briefing charts 
System as a whole 0 40 0 
Selected subsystems 20 20 10 
All subsvstems 0 0 10 

Summary Ko program management office has quantified and budgeted for tech- 
nical risks as called for by Initiative 11. Although the program offices 
for all 25 systems have made an effort to identify their technical risks, 
only 3 conducted risk efforts that meet our criteria for technical risk 
assessment. 

In addition, we found wide variation in how risk efforts were imple- 
mented. The implementation of an effort depends partly on program cir- 
cumstances, so we cannot expect all efforts to have been carried out in 
exactly the same way and cannot be certain that those we examined 
reflected inappropriate implementation decisions. But most of the 
offices did not consider the comp1exit.y or maturity of their systems 
when choosing implementation options regarding format, scope, and 
data collection procedures. Therefore, it is not likely that the efforts 
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they implemented were as useful as they could have been for the fur- 
ther development of their systems. 

The services and the DSARC must make decisions regarding the pace and 
direction of these programs during milestone reviews. Most milestone 
documents provided some information on technical risk, but this infor- 
mation rarely combined narrative information with ratings for all sub- 
systems. Our analysis of briefing materials suggests that the program 
management offices were unlikely to add further details orally. Only 
about half of all such materials cited technical risk, and the materials 
that did rarely combined narrative information with risk ratings and 
rarely covered all subsystems. 
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When we collected our data, some issues arose that are not covered in 
our study’s six initial evaluation questions. In this chapter, we discuss 
these issues. They concern program offices’ working definitions of tech- 
nical risk and risk rating categories, the provision of risk information to 
decisionmakers, DOD'S training in technical risk assessment, and the risk 
information contractors provide to program offices. 

Definitions of Risk and It is important that technical risk be clearly and consistently conceptual- 

Risk Rating Categories 
ized within and across the program management offices. It is also impor- 
tant that risk rating categories be consistently defined. This is true 
regardless of the rating format-narrative, qualitative, or quantitative. 
Not all program offices need use the same format. But it is necessary 
that all those that use a qualitative format, for example, define high, 
moderate, and low risk in a similar way. 

If definitions or rating formats are inconsistent, the decisionmakers will 
need to ask for clarification, and this could take considerable time. For 
example, if subsystem risks are not rated in terms that are familiar to 
reviewers, program staff may be required to revise the ratings or con- 
duct an entirely new assessment. Worse yet is that inconsistencies may 
never be recognized and that program office managers (that is, the chief 
engineer, contract officer, and program manager) may base daily deci- 
sions on technical information that is vague and quite possibly mis- 
leading. This would also affect reviewers at higher levels in the services 
and the D&UC, where major “go-ahead” decisions are made. 

Definitions of Technical 
Risk 

We found that only 5 program management offices had a standard defi- 
nition of technical risk set by office policy and known and applied by all 
staff members. Moreover, respondents in only 3 offices cited either DOD 
or service definitions of technical risk (perhaps in part because these 
definitions are ambiguous, as we discussed in chapter 2). Respondents in 
only one Air Force office were aware that Air Force Regulation 70-15 
defines risk. 

If neither documented DOD definitions nor program management policies 
have established a standard definition of risk, what definitions did the 
respondents actually use, standard or not, in their day-to-day work? 
Table 4.1 summarizes the answer. 
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Table 4.1: The Definitions of Technical 
Risk Used in the Program Management Number of 
Offices Definition offices 

Likelihood of problems can be calculated 3 

Probablllty of failure can be calculated 3 

Probablllty of failure can be calculated. given schedule or cost limits 2 -~~ 
Technology IS unproven or beyond the state of the art ~___ -__ _____~.. 
TechnIcal nsk IS too sublectlve to define ~~-_____ 

2 

2 

Probability of failure and the consequences can be calculated 0 
Offlces glwng InconsIstent deftnltlons 4 

Offlces giwng no deflnitlon 9 

We entered definitions in the table if all or most respondents provided 
the same definition or if documentation provided one. No office cited the 
Defense Systems Management College definition that was based on the 
probability and consequences of failure (quoted in chapter 2), although 
5 offices based their definitions on the probability, but not the conse- 
quences, of failure. In 2 of these 5, respondents defined technical risk as 
the probability of failure, given limited time or limited funding. In 3 
more offices, respondents defined technical risk as the probability of 
failure but did not cite schedule or cost limits. 

Other offices offered definitions that were similar to these but not based 
explicitly on the probability of failure. Two offices based their defini- 
tions on the degree to which the required technology was unproven or 
beyond the state of the art (not yet even partially developed). And 3 
offices defined risk as the existence of a technical problem, or the likeli- 
hood that one would arise, but not necessarily a problem that would 
cause program failure. 

In 4 offices, the definitions we were given were inconsistent in ways 
that could not be resolved by taking a definition from the majority of 
the respondents or from their program documentation. In 2 other 
offices, the majority of the respondents said simply that technical risk is 
too subjective to define. (Information was not sufficient for coding the 9 
other offices.) 

Definitions of Risk Rating 
Categories 

As we noted in chapter 3, most program management offices rated risk 
in qualitative terms-high, moderate, and low (or red, yellow, and 
green). In our interviews, we asked respondents how they defined these 
qualitative terms. Their answers were not consistent. 
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Seven offices defined qualitative ratings in narrative terms. For 
example, high risk was sometimes defined as “solvable if the schedule or 
performance requirements are changed,” moderate risk as “solvable 
with no changes” (or solvable without reducing the performance 
requirements), and low risk as “no problem.” Three offices defined quai- 
itative ratings by assigning probability ranges. For example, an 80-per- 
cent chance of not meeting performance requirements was high risk, a 
chance of 21-79 percent was moderate, and a chance lower than 2 1 per- 
cent was low. Two other offices used both narrative and quantitative 
terms. 

In 3 offices, respondents did not agree on what rating format had been 
used, and the inconsistency could not be resolved by taking the 
majority’s answer or referring to program documents. Five offices used 
qualitative ratings but said the terms are too subjective to define. 

Neither narrative nor quantitative terms are necessarily preferable for 
defining qualitative ratings. Hence, this variation among the offices is 
not a problem. But when we examined the meanings attributed to narra- 
tive and quantitative terms, we found inconsistency persisting both 
within and across the offices. 

Narrative Terms for 
Defining Qualitative 
Ratings 

Respondents provided several versions of narrative terms for their qual- 
itative ratings. In some cases, respondents in one office provided more 
than one narrative definition for high, moderate, or low risk. Some defi- 
nitions were merely distinctive; others were contradictory. Table 4.2 
summarizes them. 
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Table 4.2: Qualitative Risk Ratings in 
Narrative Terms Used in the Program Number of 
Management Offices Rating and term offices 

High (red) 
Solvable with changes In schedule or performance speclficatlons 6 

Beyond the state of the art 4 

Probable farlure 2 

Major problem 1 

Test plan not yet devised 1 

Current state of the art 1 

No definition obtained from office 10 
Moderate (yellow) 
Some development success but still uncertain 6 
Solvable with no changes In schedule or specificatrons 2 

Test plan devised but testing not yet completed 2 
Caution 2 
beyond the state of the art 1 

Solvable 1 

No defrnttron obtained from office 11 

Low (green) 
Proven technology and no problems 9 
Solvable 4 

Test plan devised and tests completed 1 

Solvable with no major schedule change 1 

No defrnrtion obtained from office 10 

High Risk In some offices, narrative terms for high risk specified a problem as 
solvable if the schedule could be stretched or performance requirements 
could be made less stringent. In other offices, high-risk elements were 
considered probably, but not necessarily, unsolvable. In still others 
high-risk elements posed “major problems,” but the source of diffi- 
culty- cost, schedule, or performance-was not cited or tied to solv- 
ability. One office considered elements high in risk if they were 
currently within the state of the art, but 4 other offices said high-risk 
elements were beyond the state of the art. Finally, 1 office described 
risk as high if a plan for testing or managing development had not yet 
been devised. Early in the acquisition cycle, test plans may have been 
devised for elements that were neither within the state of the art nor 
entirely new. Testing is a criterion distinct from the criteria reported in 
other offices. 
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Moderate Risk The terms for defining moderate risk were also inconsistent. &my 
offices used this rating to mean that uncertainty remained despite some 
success in development. But 1 office applied the rating to elements still 
beyond the state of the art. One office considered problems to have been 
moderate in risk if they were solvable, without stipulating anything 
about schedule delays. Two other offices added that schedules could not 
slip. Two offices used tests as the basis for rating risk. 

Low Risk There was more consistency in the definitions of low risk. Many offices 
cited proven technology, no problems! or no special technology required. 
But 5 offices said problematic elements could still be low in risk, pro- 
vided there was no threat, or no major threat, to schedule. And 1 office 
used tests as the basis for qualitative risk ratings, 

In several cases, definitions were inconsistent across the rating catego- 
ries. For example, “beyond the state of the art” was used to describe 
moderate risk in 1 office but high risk in 4 others. “Solvable” was the 
definition of moderate risk given by 1 office but 4 others defined lou 
risk in this way. Moreover, staff members in 3 program offices provided 
definitions that were inconsistent within categories. In 1 office, a 
respondent said high-risk technology was unproven, while another said 
high-risk technology may be within the current state of the art (already 
proven in at least other applications). In another office, one respondent 
based a definition of moderate risk on some development success. 
Another stipulated that moderate risk meant “beyond the state of the 
art”-that is, the technology had not yet been developed. In a third 
office, respondents defined low risk in contradictory terms, one citing no 
problems and another allowing problems so long as they were solvable. 

These inconsistencies within and across rating categories imply that 
high, medium, and low are not adequate descriptions of risk. Yet, as we 
described in chapter 3, many offices used these ratings in their program 
documents, including those on which milestone review decisions were 
based. 

In summary, we found widespread inconsistency in the narrative terms 
used to define qualitative ratings. Across offices, different criteria 
define high, moderate, and low. Some respondents within and across the 
offices contradicted one another, as when one definition of moderate 
conflicted with another or one definition of “moderate” was the same as 
a definition of “high.” 
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Probabilistic Terms for 
Defining Qualitative 
Ratings 

Most of the program management offices used narrative terms to define 
their qualitative ratings, but 5 used quantitative terms-that is. the) 
used a probabilistic estimate to express the likelihood of not meeting 
performance requirements. We asked respondents \vho used qllantita- 
tive terms to specify the range of probabilities they used to represent 
high, moderate, and low. Their answers were scattered across tk rangta 
of probability from zero to 100 percent. The lower boundary for high 
risk ranged from 10 to 80 percent. That is, according to a respondent in 
1 office, a chance of 10 percent or more that specifications would not 
be met was considered high risk. In another office. risk was not high 
unless the probability was at least 80 percent. For moderate risk. the 
probability ranged from as low as 3 percent to as high as 79 percent. 
For low risk. the upper boundary varied from 2 to 30 percent. Finally, 
respondents within 3 of these 5 offices cited inconsistent quantitative 
terms for risk. 

In summary, inconsistency was widespread within and across offices 
that based qualitative ratings on probabilistic estimates of risk. Since no 
offices reported having used quantitative terms in the reviekv process 01 
in program documentation, reviewers may have seen only the qualita- 
tive ratings and may never have discovered or resolved the underlying 
discrepancies. 

The only clear difference in the procedures the services used for rating 
risk concerns probabilistic terms. Comparing the 5 offices using these 
terms, 3 Army and 2 Air Force offices, we found that the Air Force set 
more stringent boundaries for high and moderate risk than the Army. 
For instance, a 60-percent chance of not meeting performance require- 
ments would be rated high in risk in both of the Air Force offices but 
moderate in 2 of the 3 Army offices. 

Program Management Staff In addition to obtaining the data on how the program management 

Views on the Value of offices defined and rated risk, we asked staff, when it was appropriate. 

Qualitative and for their views on the value of qualitative and quantitative risk efforts. 

Quantitative Risk Efforts We expected the preferences of staff members to reflect the type of risk 
efforts performed in their offices, and this was indeed what we found. 
In this survey, few respondents (19 percent of the 53 who were asked 
this question) preferred quantitative ratings of risk, and not many c.24 
percent) thought the offices should be required to perform quantitative 
assessments. In line with technical risk efforts in their offices, more 
than half the respondents (60 percent) said they preferred either a qual- 
itative or some other less structured procedure. 
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The reasons for these rating preferences warrant consideration, because 
they reveal characteristics of the various approaches that were per- 
ceived to be important. The reasons also suggest that further training in 
or support for technical risk assessment might be helpful. Respondents 
in several offices noted that quantitative ratings seem more rigorous, 
adding discipline to the assessment process or helping define program 
structure. Some respondents suggested that the results of quantitative 
efforts are more reliable, meaning that they more accurately identify 
risks. But many others said that it is difficult to express risk in quantita- 
tive terms or to apply one quantitative model across several different 
programs. Many said that quantitative efforts require resources (staff 
or time) not always readily available. And some claimed that the results 
of quantitative efforts are not reliable because they cannot be depended 
on to identify risks. Overall, the respondents in the 25 offices were twice 
as likely to cite the disadvantages of quantitative risk efforts as to cite 
any advantages. (See table 4.3.) 

Table 4.3: Advantages and 
Disadvantages of Quantitative Risk Number of 
Efforts Cited by the Program Opinion offices 
Management Offices Advantages __- ~-~~ ~-..~ 

Add ngor 9 -. 
Help define program structure 3 ---____ ~_____~ 
Are reliable 3 ______ 
Help In estimating program costs 1 

Conform to standard englneenng approach to risk 1 

Help support program decisions 1 -___..-~~ ~ 
Allow flexlblllty In rating nsk 1 

Disadvantages - 
Require resources not always available 12 - 
Use terms hard to define 9 __-__ 
Require appllcatlon of the same model to different programs 

Are not reliable 

Reduce declsionmakers’ flexlbllity 

Do not produce timely results 

Lead to mtcromanaqement 

When we asked the program management staff about qualitative rat- 
ings, the primary advantage they cited was the reliability of the results. 
Respondents in 2 offices noted also that the results from qualitative 
efforts are more timely than those from quantitative efforts. The pri- 
mary disadvantage, according to others, is that qualitative results are 
not reliable-they are too subjective or imprecise. Even so, across the 2.5 
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offices, respondents were twice as likely to cite advantages of qualita- 
tive efforts, reversing the pattern for quantitative efforts. (See table 
4.4.) 

Table 4.4: Advantages and 
Disadvantages of Qualitative Risk 
Efforts Cited by the Program 
Management Offices 

Opinion 
Advantages 
Are reliable 

Number of 
offices 

6 
Produce timely results 2 
Corresoond to conventlonal nsk concerts 1 

Are comtxehensive 1 

Produce results that are easy to communicate 1 

Use resources that are avallable 

Are acceptable to staff 

Disadvantages 
Are not reliable 

Require resources not always available 1 

Do not produce timely results 1 

Are not comorehenslve 1 

These differences in perceptions are not in themselves problematic, but 
they do suggest that the availability of various approaches to technical 
risk assessment (in the handbook of the Defense Systems Management 
College on risk assessment, for example) is not enough to ensure that 
program offices will adopt any particular approach or rely on the 
results. 

Summary of Definitions Few of the program management offices knew how DOD or service docu- 
ments define technical risk, and few had their own policy formally 
defining technical risk. Many offices nonetheless had a definition shared 
informally by all or most staff members within an office, but the defini- 
tions varied widely from office to office. Some were predicated on the 
likelihood that technical problems would arise, others on the likelihood 
that problems would arise and lead to program failure. Some considered 
the likelihood of failure within cost or schedule constraints; others did 
not. Finally, in six instances, there were no consistent definitions of 
technical risk even within an office. Since few of the offices were aware 
of any DOD or service definition of technical risk, and since the defini- 
tions that do exist are ambiguous, the inconsistency we found in 
working definitions is not surprising. 
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Many offices expressed risk in qualitative ratings-high. moderate, and 
low or red, yellow. and green-and these ratings were defined in narra- 
tive or quantitative terms. For example. high risk was sometimes 
defined narratively. as in “beyond the state of the art,” or quantita- 
tively, as in “at least an 80-percent chance of failure.” Within 3 offices. 
quantitative definitions were inconsistent: our respondents set different 
boundaries for the same levels of risk. But narrative as well as quantita- 
tive definitions were widely divergent across all offices and were often 
contradictory. 

With definitions and ratings so inconsistent, confusion is almost inevi- 
table. For example. one staff member may say that risk is ljgh because 
the technology is unproven. Another may say risk is low because. 
although the technology is unproven, no serious problem is expected as 
long as time and funding are available. Still another staff member might 
see risk as moderate because no serious problem is expected but would 
also say that failure of any element would stop program progress. More- 
over, where quantitative terms are used, a 30-percent chance of not 
meeting specifications is called low, moderate, or high risk, depending 
on which office makes the rating. 

The results of a risk effort performed without regard for such inconsis- 
tencies will not be very valuable and may mislead decisionmakers. For 
example, program staff may believe that a 30-percent risk is low, while 
decisionmakers see a 30-percent risk as high. If review documents 
simply report low risk (none of those we examined had quantitative rat- 
ings), decisionmakers may never know that the estimate of risk was 
actually an estimate of 30 percent, Even if inconsistencies are later 
uncovered and resolved, time will have been lost. Furthermore, although 
respondents within many offices did use consistent definitions of risk 
and risk ratings, the inconsistency across them makes it very difficult 
for reviewers outside any office to evaluate the results of risk efforts or 
to compare results across programs. 

The Communication of In the following discussion, we approach the problem of communicating 

Information to 
technical risk information from the separate perspectives of the offices 
and the reviewers. We examine the specific issues of access to informa- 

Decisionmakers tion and its adequacy, content, and overall presentation. 
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The Program Management 
Office 

All offices reported using their risk efforts in program management. In 
23 offices (92 percent), we were told that risk efforts had been used to 
support technical decisions such as selecting design alternatives. pro- 
gram scheduling and restructuring, and assigning tasks to groups 
outside the program office. Seven offices (28 percent) also cited the ust’ 
of risk efforts to support decisions on overall program cost or applica- 
tions for funds to cover problems identified by their risk efforts. Finall\ 
1 office reported using its risk effort in the evaluation of vendors’ pro- 
posals, having applied it also to technical decisions. The staff members 
we interviewed-program manager, deputy program manager, chief 
engineer, and contract officer-played key roles in the daily operations 
of a program. If technical risk information is to be used in the program 
decisions described above, these individuals must be aware of and have 
access to this information. In addition. they must have enough knowl- 
edge about risk efforts to understand the results and their limitations. 

The importance of the program manager in both the program office and 
higher review processes makes this individual’s knowledge about tech- 
nical risks of particular concern. At the program office level. program 
managers have primary responsibility for daily decisions and are in a 
position to request a risk effort and ensure that their technical staff 
know about it. When preparing program documents and when briefing 
decisionmakers at program reviews, a program manager must address 
the question of risk. 

Thus, in our interviews with program managers, we asked not only 
whether they were aware of the risk efforts performed for their pro- 
grams but also whether or not the program managers knew how an 
effort had been performed. Specifically, we asked the program mana- 
gers whether they knew 

l format: Were risks rated in qualitative, quantitative, or narrative terms’? 
l scope: Was the focus on the system as a whole or on subsystems? 
l procedure: Was input obtained from one individual or a group’.’ 
l sources of data: Did having technical risk information depend on the 

contractor, laboratory, program office, or other sources’? 
l sproach: Were quantitative or qualitative approaches (such as those 

described in chapter 2) used to determine risk’? 

Having this knowledge would help program managers understand and 
evaluate the results of the risk effort and enable them to make well- 
informed reports to reviewers. 
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We found that the program managers were aware of the primary risk 
efforts for their programs, and most knew the format, scope, procedure, 
sources of data, and approach. But of the 25 managers we surveyed, 
some did not have complete information. For example, ,5 managers did 
not know the approach that had been used to assess risk, and of these, 1 
also did not know the format for reporting risk, 1 did not know the pro- 
cedure for collecting technical risk information, and 2 did not know the 
sources of data. Two other managers knew the approach but did not 
know other aspects of how risk had been assessed; 1 did not know the 
scope and 1 knew neither the format nor the procedure. Such informa- 
tion is often important in managing and appraising the status of high- 
technology systems. Program managers who lack this information are 
therefore able neither to fully evaluate the results of their risk assess- 
ments nor to describe their assessments fully and promptly in the 
review process. 

Although our analysis of interview data from other technical staff mem- 
bers was not as detailed as our analysis of data from the managers, the 
results reveal that some individuals had little or no information about 
risk efforts in the program management offices. In 9 of our 2.5 offices, 
there was at least one person who did not mention a risk effort that was 
described by others in the office. Furthermore, some of the gaps and 
inconsistencies in our data indicate a lack of communication about the 
risk efforts. For example, at least one staff member in each of 4 offices 
did not know the format; in each of 4 offices, at least one did not know 
the scope; and in each of 5 offices, at least one did not know the proce- 
dure for the primary risk effort on the system the office was responsible 
for. 

Our respondents could not be expected to know all the details of the risk 
efforts. However, the individuals we interviewed (among them deputy 
program managers and chief engineers) who are in charge of, or gi1.t) 
input to, aspects of the development of systems should know at least 
what efforts have been performed and have access to relatively detailed 
information about them. Otherwise, it will be difficult to maintain clear 
priorities for the technical aspects of system development. 

Because of the effect that technical risk can have on contract decisions. 
we interviewed the programs’ contract officers in order to determine 
how they learn about technical risk. Two said they got no technical risk 
information, and the others said they learned about technical risk in 
briefings, program documents. or informal discussions with the progran 
office. However. as we reported in chapter 3, not all program document- 
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and briefings included technical risk information, and when they did, 
much remained uncertain, such as the scope of the ratings and what 
they mean, Informal discussions and meetings may not be more com- 
plete than this. 

We found differences between the services in staff knowledge about risk 
efforts, a greater proportion of Army staff lacking knowledge than staff 
in the two other services. More program offices in the Army had staff 
members who did not cite a risk effort described by others, even when it 
had been documented. And more offices in the Army had staff members 
who did not know the format, scope, or procedure of their risk efforts. 

The Higher Review Levels Decisionmakers at higher review levels obtain information on technical 
risk from milestone briefings and documents provided by the program 
offices. Only about half the briefing charts we obtained from the pro- 
gram offices in our study even made reference to technical risk. All that 
did used ratings to do so, only one providing information on scope and 
another on approach. To obtain additional information about technical 
risk, a reviewer would have had to ask the program manager for it spe- 
cifically. Yet, as we indicated earlier, program managers might not have 
been able to go into further detail about results. 

In addition, we found two problems with reviewers’ reliance on program 
documents for technical risk information. First, as described in chapter 
3, many documents contained no discussion of risk or an incomplete one. 
For example, some program documents included an overall rating of a 
system’s technical risk but no explanation as to what the scope of the 
rating was-that is, what part or parts of the system had been consid- 
ered. The 1985 decision coordinating paper update for the Air Force 
NAVSTAR User Equipment program contained an overall rating of risk for 
the system without an explanation of which subsystems, if any, had 
been considered in this determination. Some program offices used a 
qualitative format for risk ratings in their documents but provided no 
narrative of what they meant-an example is the Navy’s V-22 Osprey 
acquisition plan. A third example of incomplete discussion of risk is the 
listing of risk items only, with no explanation of how or why the items 
were chosen. Technical risk was presented in this form in the acquisition 
plan for the Navy’s Submarine Advanced Combat System. 

Second, the program documents we reviewed did not present technical 
risk information in any standard way, They variously presented risk in 
quantitative, qualitative, and narrative terms, used any scale, and gave 
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as much or as little detail as the program offices chose. Five programs in 
our sample used different formats from document to document. For 
example. an early version of the acquisition plan for the Air Force 
‘Short-Range Attack Missile reported risk in qualitative terms. but an 
update of the same document used descriptive terms only. It is unclear 
whether the risks increased. diminished, or stayed the same. 

In 4 programs, the number of categories used to rate technical risk 
changed. In one document, for example. the V-22 Osprey program used 
ratings of low, low-medium, medium, medium-high. and high to repre- 
sent risks. In another document for the same program, the ratings were 
low, moderate, medium, and high. “Moderate” and “medium.” two dif- 
ferent points on this scale, were treated synonymously elsewhere. What 
was meant by each scale was not described, nor was it clear how to com- 
pare the two scales. 

Further, for 5 of the 25 programs, ratings for one subsystem changed 
without explanation. In the Advanced Helicopter Improvement Pro- 
gram, for example, the transmission was rated as a moderate risk in the 
technical risk assessment report but as a low risk in the integrated pro- 
gram summary and in the acquisition plan. These documents were pre- 
pared for the same milestone review. For neither AHIP nor any of the 4 
other systems was there a documented explanation for changing the rat- 
ings. Thus, the task of recognizing the change and requesting additional 
information had been left to the reviewers. 

Changes in the way risks were presented in the documents may have 
resulted from a reluctance to identify serious problems. Some staff 
members said that raters often hesitate to report “red” or “high” risk to 
reviewers, preferring lower ratings even when they are not appropriate. 
Changing the risk ratings in program documentation and extending the 
rating scales may be ways of avoiding high-risk areas. 

Summary of 
Communication 

We found that the approach of program management offices to 
addressing technical risk offered no guarantee that information would 
be provided to decisionmakers within the offices or at the higher levels 
of review. Most program managers and technical staff, but not all, were 
aware of the characteristics of their risk efforts, including the format 
for reporting risk, the scope, the procedures for collecting technical 
data, the sources of technical information, and the approach. 
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Neither the program documentation nor the briefings we reviewed were 
adequate for informing program staff or reviewers about technical risks 
In some briefings and documents, technical risk was not even addressed. 
In others, risks were treated minimally, as when a system was gi\ren a 
qualitative risk rating with no explanation. Complicating the reviewers’ 
task, different documents addressed risk differently, rating scales 
changed, and ratings changed, all without explanation. 

Decisionmakers within the program offices and at higher review levels 
cannot base decisions on the true technical risks of a system if they do 
not know about an assessment, nor can they do so when they are not 
given enough information to evaluate or understand it. Ultimately, risk 
efforts that decisionmakers cannot use will not be effective. 

Program Management In our interviews with program offices, we asked who was involved in 

Office Staffing and 
selecting and performing the risk efforts. We also interviewed staff in 
service schools to determine what training was available to support the 

Training program office staff involved in risk efforts. In the majority of the pro- 
gram offices, we found that staff were involved in both selecting and 
performing risk efforts but that service school training for the assess- 
ment of technical risk was minimal. These results are presented in detail 
below. 

Selecting and Conducting 
Risk Efforts 

In 12 program offices (48 percent), responsibility for selecting the ana- 
lytical approach for a risk effort rested at least partly with the technical 
staff. In 6 offices (24 percent), the program manager was also involved. 
Respondents in 9 offices (36 percent) said that contractors, laboratory 
representatives, advisory panels, or others outside the office partici- 
pated in the selection. 

Once an effort had been selected, who actually did the work? In 18 
offices (72 percent), it was technicians, engineers, or other staff. The 
program manager was directly involved in assessments for 7 offices (28 
percent). In 3 offices (12 percent) support staff, such as cost or systems 
analysts, assisted in the efforts, and in 8 (32 percent), prime contractors 
or support contractors participated. Seven offices (28 percent) used 
input from laboratory staff or advisory panels. 

As for differences in the services, we found that Army program mana- 
gers were never involved in selecting or conducting risk efforts. Several 
Navy and Air Force program managers did participate, probably 
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nical Risk Assessment Despite staff involvement in selecting and conducting risk efforts, tech- 

ing nical risk assessment was given little attention in the services’ training 
courses. If addressed at all, risk was broadly defined as “program risk,” 
which may include technical, cost, schedule, management, or contractor 
risk. Even in the courses that addressed risk exclusively, technical risk 
was discussed only minimally, and none of the schools taught quantita- 
tive or qualitative approaches to technical risk assessment. 

because many Eavy and Air Force risk efforts were part of ongoing pro- 
gram management. 

For the most part, the service schools used courses in other substantive 
areas to cover program risk. At the Air Force Institute of Technology, 
program risk was addressed in courses on reliability and maintain- 
ability. The Naval Postgraduate School included a discussion of risk in 
its courses on program management and contracts. Similarly, the 
Defense Systems Management College covered risk in its program man- 
agement course, and the Army Logistics Management Center discussed 
risk in courses focusing on program management, cost analysis, and sys- 
tems analysis. 

Only the Army Logistics Management Center devoted courses specifi- 
cally to program risk as part of the regular curriculum. Since the early 
1970’s, the Center has taught a 2-week course called “decision risk anal- 
ysis” to engineers and systems analysts and “decision risk analysis for 
logisticians,” also 2 weeks, to persons concerned with logistics. The 
Defense Systems Management College recently offered a 2-l/2 day sem- 
inar on risk management for program managers. 

Definitions and the coverage of technical risk varied from school to 
school, even in the courses focusing on risk. Personnel at the Air Force 
Institute of Technology reported that risk is discussed in the courses but 
not actually defined and not broken into specific categories of risk, such 
as cost, schedule. or technical performance. The Naval Postgraduate 
School defined risks as “unknowns” and talked about risk either gener- 
ally or in terms of cost. The Defense Systems Management College also 
defined risks as “unknowns” but broke risk into cost, schedule. and per- 
formance. In the actual coursework, however, discussion of risk 
returned to more general terms. Similarly! the Army Logistics Manape- 
ment Center defined risk as “the probability of not meeting cost. 
schedule, or performance goals” but treated risk more generally in the 
program management. cost, and systems analysis courses. Only in the 
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Center’s decision risk analysis courses was the discussion of risk more 
specific, although it dealt mainly with costs and schedules. 

None of the service schools discussed approaches for assessing technical 
risk: if it was mentioned at all, it was typically only described. We found 
two exceptions: at the Defense Systems Management College, issues 
associated with technical risk were discussed in one of the management 
courses and in the risk management seminar, and at the Army Logistics 
Management Center, technical risk was discussed in cost analysis 
courses as input to the TRACE estimate. 

When we asked school staff members to rate their services’ support for 
technical risk training, their ratings reflected the amount of risk assess- 
ment training each school offered. Ratings were high for the Army, 
which reportedly gave a “great deal of support” to the Center’s efforts. 
“Little or no support” ratings were given to the Air Force for technical 
risk assessment training at the Institute of Technology and the Navy for 
training at the Postgraduate School. Moderate joint-service support was 
said to be given to technical risk assessment training efforts at the 
Defense Systems Management College. 

Summary of Training Data from the service schools suggest that technical risk assessment has 
received little attention in the curriculum. The Army was the only ser- 
vice that offered a course on program risk as part of its regular course 
offerings. In courses in which risk was mentioned, and even in courses 
devoted to risk, technical risk was not a focus and neither were 
approaches to technical risk assessment. The discussion covered either 
schedule risk or cost risk or, more typically, program risk in general. 

Reliance on Prime 
Contractors 

Prime contractors for the major systems were responsible for many of 
the technical risk efforts described by program offices. Of the 25 pro- 
gram offices in our study, 8 (32 percent) relied on their prime contrac- 
tors for primary or other risk efforts. Of these 8 offices, 6 had required 
the effort in the original proposals for source selection and 1 had 
required it as a “contract deliverable.” The reason for the other con- 
tractor effort was not specified. 

Of the 17 programs that did not rely on prime contractors for their risk 
efforts, 12 nonetheless used technical risk information supplied by 
prime contractors as input to their own efforts. For example, the Navy 
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program office for the Joint Tactical Information Distribution System 
used monthly documented risk reports from the prime contractor. 

The Air Force relied more on contractors than the two other services 
did. This is not surprising, given that Air Force Regulation 70-1.7 on 
source selection calls for industry to address risk in proposals. Most of 
the 12 offices that used technical risk information from contractors in 
their own risk efforts were in the Kavy and Air Force. Only 1 office in 
the Army used contractor information. 

We observed three problems with contractor information on technical 
risk and risk efforts. 

1. Contractors’ input was not always well documented. Seven programs 
obtained information, which was not documented at all, through 
informal discussions with contractor staff. When there was documenta- 
tion, it was not always clear how contractors obtained their information 
on technical risks. For example, the contractor provided technical 
reports to the Air Force JTIDS program office that included risk ratings 
of a subsystem but gave no explanation of how the ratings had been 
made. Hence, the program staff had no opportunity to evaluate the 
information. 

2. The program managers in offices whose risk efforts were conducted 
by their prime contractors were limited in the knowledge they had about 
the efforts. Five of the 8 program managers in these offices could not 
describe, even in the most general terms, the analytical approach their 
contractors had used. This restricted their ability to understand the limi- 
tations of the assessments. 

3. Some program staff reported bias in information from industry. 
Respondents in some offices stated that because of industry’s interest in 
winning and maintaining contracts, it presented systems in the best light 
possible, particularly in risk efforts included in proposals. Program staff 
reported that some ratings were lower than they should be. In addition, 
they reported that contractors left some risks out and problems uniden- 
tified, because the contractors wanted to give the impression that they 
could build the systems. Consequently, the program offices that 
received technical risk information from contractors, especially informa- 
tion they received during source selection, did not believe that this infor- 
mation accurately described a system’s technical risks. 
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Of course, it might not be only contractors that had an interest in under- 
rating a system’s technical risks. DOD in general, and program manage- 
ment offices in particular, might sometimes have been constrained by 
the same interest. But we are concerned here with the nature and use- 
fulness of technical risk information supplied by contractors. To summa- 
rize, this information was not always well documented, leaving program 
offices little or no opportunity to gauge its accuracy or monitor changes 
in it as programs progressed. Given the reported bias in contractors’ risk 
efforts, it is especially important that program offices be able to eval- 
uate and monitor contractor information. Without this ability, they 
could become overly optimistic in making technical, schedule, and cost 
decisions. 

Summary In this chapter, we have identified four problems that stem from the 
services’ current risk efforts. Definitions of technical risk and risk rat- 
ings were not consistent. Few program staff could cite a DOD or service 
definition of risk (we discussed available definitions in chapter 2), nor 
could they say that any definition was formally used in their offices. 
Many program offices used informal definitions of technical risk, but 
these varied considerably across the offices. In 6 of the 25 offices. the 
definition varied within the same office. Definitions of qualitative risk 
ratings, whether quantitative or narrative, also varied within and across 
program offices and were often contradictory as well. 

Complete information on technical risk was not provided to deci- 
sionmakers at the program management levels or at the higher levels of 
review. While most program managers were aware of the characteristics 
of their risk efforts, some managers and other staff were not. The docu- 
mentation and briefings describing technical risks did not present risk 
adequately for the use of managers and other reviewers. 

Training in technical risk assessment was generally lacking. Where risk 
was discussed in the service schools, the focus was typically on program 
risk. Sometimes technical risk was minimally described, but approaches 
for technical risk assessment were not taught. 

Reliance on contractors for technical risk information has made for sev- 
eral problems. Contractors often performed risk efforts and furnished 
risk information for the program offices, both formally (in requests for 
proposals and contracts) and informally. The program managers stated 
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that these reports may have been biased because of incentives the con- 
tractors had to simplify or minimize problems. In most cases, the mana- 
gers were given either minimal or no documentation with which to 
evaluate and monitor a contractor’s technical risk information. 
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Technical risks are an inherent part of major weapon system develop- 
ment, and failure to anticipate these risks can lead to cost and schedule 
problems as well as the failure of a system. The importance of assessing 
technical risk has long been recognized in DOD and, accordingly. guide- 
lines and regulations calling for these assessments have been issued. One 
such guideline calls for budgeting for technical risk. DOD has also sup- 
ported the use of technical risk assessments in major program decisions. 
Defense officials have told the Congress that only systems with low or 
moderate technical risk would receive funding. 

In this report, we have reviewed the current state of technical risk 
assessment performed by the Department of Defense for major weapon 
systems and attempted to answer six evaluation questions on policies, 
procedures, and applications across the armed services. We sought to 
learn how technical risk was defined, how assessments were designed 
and conducted, what information was available to decisionmakers, and 
how the results were conveyed to program management office staff and 
milestone reviewers. Four issues arose from the findings of our investi- 
gation, relating to difficulties in the areas of the consistency of defini- 
tions of risk and rating procedures, information flow, training, and the 
involvement of contractors. 

Conclusions DOD has provided a handbook of quantitative risk assessment 
approaches developed by the Defense Systems Management College in 
response to Initiative 11. DOD has not, however, clearly specified its 
expectations for addressing technical risks, and even its terminology for 
conceptualizing risk is ambiguous. There is no standard definition of 
technical risk or of risk ratings. 

Initiative 11 called for the Army, Kavy, and Air Force to quantify tech- 
nical risks and allocate funds to deal with them but has had a negligible 
effect on the ways the three services handle risk assessment. One Navy 
command tried a total risk assessing cost estimate pilot program. But 
the Army simply maintained its preexisting TRACE program, and the Air 
Force maintained its own cost estimation techniques. None of the ser- 
vices adapted TFUCE or any other procedures for the purpose of quanti- 
fying and budgeting for technical risk. 

All 25 program management offices we examined evaluated technical 
risks in some way. However, given the lack of clarity in M)D definitions 
of technical risk and requirements for technical risk assessment, risk 
efforts varied from office to office. Only 3 program management offices 
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had risk efforts that we could classify as technical risk assessments: 
that is, their risk efforts were 

. prospective, examining risks before problems occurred: 
l planned. not an incidental part of program discussions: 
0 explicit in attention to technical risks; 
l documented, so that the results of an assessment could be shared ivith 

decisionmakers and staff; and 
l morted at least twice in each acquisition phase, in order to determine 

how risks changed. 

As we have noted in the report, these criteria are not necessarily defini- 
tive, but we believe they represent a minimal standard of quality for 
risk efforts in DOD. Risk efforts in 3 program offices met these criteria, 
supporting our position that the criteria are relevant and attainable. 

Turning from design to implementation, we found few risk efforts car- 
ried out in ways likely to produce the most accurate and useful results. 
Few provided narrative information as well as risk ratings, covered all 
subsystems, or collected data from independent raters. Since the selec- 
tion of risk assessment format, scope, and input procedure depends 
partly on the maturity and complexity of weapon systems. there is no 
single correct way to implement a risk effort. But few program offices 
reported tailoring their risk efforts to the systems being developed. 

Risk ratings were frequently reported in review documents and brief- 
ings, but the analytical approach and scope of the risk efforts that pro- 
duced these ratings were almost never reported, and the ratings seldom 
provided information on both the content and the level of risk. 

We have noted that our study was not designed to measure the effect of 
technical risk assessment on outcomes such as program restructuring or 
cost growth, but the likelihood of finding such effects is probably low. 
The response of the Army, Navy, and Air Force to Initiative 11 was min- 
imal, and none of the 25 program offices in this study used a technical 
risk assessment to support risk budgeting. Moreover, very few risk 
efforts met the minimal criteria we developed for evaluating technical 
risk assessments, and few were implemented in ways that are. in gen- 
eral, likely to produce the most useful and accurate results. Thus, while 
DOD has encouraged the assessment of technical risk and proposed var- 
ious analytical approaches, it has provided no guidelines to program 
management offices on how to perform technical risk assessment. Risk 
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assessors were left on their own to decide how to carry out this impor- 
tant function. Their efforts to assess risk were poorly designed and 
implemented, and the information available to decisionmakers from pro- 
gram documents and briefings was inadequate. 

Our review pointed to four additional problems. First, informal defini- 
tions of risk and risk rating categories were inconsistent. Some program 
management offices had developed their own definitions of technical 
risk but staff definitions varied widely, both within and across the 
offices. Many offices used qualitative ratings of technical risk (such as 
“high, ” “moderate,” and “low”), but the meanings of these terms were 
inconsistent, or contradictory, when examined across the offices. 

Second, technical risk information was not always adequately conveyed 
to decisionmakers and staff within the program offices and at higher 
levels of review. Some program management staff members were una- 
ware of the risk efforts that had been carried out for their systems, and 
others lacked important information on the assessment procedures and 
results. Program documentation and briefings often did not provide suf- 
ficient background on assessment procedures or explain risk ratings. 

Third, the training that is given in support of the performance of tech- 
nical risk assessments is insufficient. The service schools cover technical 
risk assessment minimally, and students are not provided with the 
opportunity to practice and compare applications of different assess- 
ment techniques. 

Fourth, the programs often relied on contractors to identify technical 
risks but received inadequate information on the contractors’ risk 
efforts. The program management offices usually received only the con- 
tractors’ risk ratings and did not know how the risk efforts had been 
conducted or how the ratings were defined. Program management staff 
also believed that the risk efforts of contractors may have been biased 
because industry did not want estimates of extreme risk to jeopardize 
winning and maintaining contracts. (The same bias may have affected 
estimates of risk within the program offices or DOD, because Defense 
officials reportedly prefer to fund systems with only low or moderate 
technical risk.) The program offices did not receive sufficient informa- 
tion, in most instances, to evaluate the adequacy or accuracy of the con- 
tractors’ risk efforts. 
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Bias and error are always possible in risk assessment, regardless of who 
performs it. But bias and error can more easily be uncovered and cor- 
rected if key concepts in risk assessment are defined consistently and if 
assessment procedures and results are open to subsequent review. 

Recommendations to 
the Secretary of 
Defense 

We recommend that the secretary of Defense take the following actions 
to improve technical risk assessment concepts and procedures: 

1. define technical risk and categories for rating risk; 

2. require that risk efforts focus explicitly on technical risk and be pro- 
spective, planned, and repeated at least twice, early and late, in each 
acquisition phase; 

3. require program management offices to document their risk assess- 
ment procedures and results; 

4. establish guidelines regarding options for format for rating risks, 
scope, data collection, and assessment approaches; 

5. require that the technical risk information that program offices or 
contractors provide for review include a description of format, scope, 
data collection, sources of risk information, and assessment approaches; 
and 

6. provide more focused training in technical risk assessment. 

Since a few program offices have already performed risk efforts that 
met our five criteria and since they have implemented their efforts in 
ways that are the most likely to generate useful results, it is clear that 
these recommendations can be followed without incurring new or signif- 
icant costs. Moreover, DOD has asserted that technical risk assessments 
can significantly reduce cost growth in acquiring new weapon systems. 
Thus, it seems reasonable to expect substantial savings from improve- 
ments in the design and implementation of these assessments. Of course, 
our recommendations concern only one element of program management 
and, by themselves, cannot ensure timely and efficient development 
efforts. 
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Agency Comments and DOD reviewed a draft of this report. DOD’S comments and our complete 

Our Response 
response are in appendix III. DOD generally concurred with the principal 
findings but argued that the report overemphasizes technical problems 
as distinct from the cost and schedule components of overall program 
risk. DOD concurred fully or partially with all recommendations except 
the one calling for making additional information on risk assessment 
procedures available for review (GAO’S fifth recommendation). DOD 

expressed reluctance to place further requirements on program manage- 
ment and argued that cost growth has declined to about 1 percent, ren- 
dering such requirements unnecessary. 

We believe that the findings demonstrate a need for more clarity in, and 
attention to, technical risk assessment in DOD. The findings do not sug- 
gest that technical risk is more critical than cost risk or schedule risk or 
that DOD’S attention to cost or schedule risk can be reduced. We have 
recommended more consistency in assessment concepts and procedures, 
but we also recognize the need for tailoring assessments to particular 
programs. Since most of DOD’S assessments did not meet minimal stan- 
dards of quality, it is unlikely that they have contributed to any reduc- 
tions in cost growth. 
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AHIP 

This appendix briefly describes each program, its intended purpose, and 
the effort to identify its technical risks. For some programs, efforts were 
formal and discrete tasks. For others, they were informally part of pro- 
gram office routine. Many risk efforts were, in some respects, extensive 
and carefully done. Seven of them met four of the criteria we developed 
for this evaluation. But only three risk efforts-for the Antisubmarine 
Warfare Standoff Weapon, Remotely Piloted Vehicle, and Short-Range 
Air Defense Command and Control System-met all five essential cri- 
teria. Risk efforts for all programs are evaluated in terms of the criteria 
in table 3.1. 

The Army Helicopter Improvement Program (AHIP) seeks to upgrade the 
capabilities of the light observation helicopter fleet. The development 
effort, contracted to Bell Helicopter Textron, covers 14 subsystems, 
among which are a target observation and acquisition device above the 
rotor (a mast-mounted sight), the tail rotor drive shaft, and navigation 
and communication equipment. AHIP is slated to handle reconnaissance, 
security, and target designation and handoff in support of attack heli- 
copters, air cavalry, and field artillery. It is expected to operate day and 
night, in hot weather, and at nap-of-the-earth altitudes. 

The Army expressed interest in an advanced scout helicopter in 1974 
but decided 5 years later that an entirely new helicopter was not afford- 
able. In 1980, the Army began planning for a scout helicopter that would 
bolster the capabilities of an existing model. Full-scale engineering 
development for AHIP started in 1981, under the direction of the Avia- 
tion Systems Command in St. Louis, Missouri. Formal DOD review for 
milestone II was in early 1982. 

In 1981, a decision risk analysis was performed, in preparation for 
source selection for the development contract. In personal interviews 
and a written questionnaire, technical and engineering staff rated risk 
for each AHIP subsystem on a six-point scale defined in qualitative terms 
ranging from “none or very low” risk to “unacceptably high” risk. The 
questionnaire provided a verbal description of each point on the scale 
and of lower and upper boundaries for the probability of not meeting 
performance requirements. For example, “unacceptably high” was 
described as “conceptualized on paper but still theoretical and may 
exceed current state of the art.” In quantitative terms, risk was “unac- 
ceptably high” if the probability of not meeting requirements exceeded 
50 percent. A support staff member summarized the ratings and then 
used them as input for a computerized schedule risk analysis, which 
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generated various estimates of time to completion, such as “50-percent 
chance of completion within 37 months, go-percent within 39 months.” 

ALWT The Navy Mark 50 Advanced Lightweight Torpedo (ALWT) is an antisub- 
marine torpedo designed to enhance capabilities for target acquisition, 
speed, lethality, and depth. Its sonar system is intended to detect targets 
faster and in greater volumes of water than earlier torpedos could. Its 
engine is intended to render the torpedo faster, quieter, and able to dive 
deeper than conventional engines. 

Under the Naval Sea Systems Command in Crystal City, Virginia, and 
under contract to Honeywell, the ALWT passed milestone II for full-scale 
development in early 1984. It is set for a production decision (milestone 
III) in late 1986. 

The ALWT is a pilot program for the Naval Material Command risk man- 
agement system called “solving the risk equation in transitioning from 
development to production.” The program office has organized its risk 
management to conform to the command’s guidelines. Extensive 
monthly and bimonthly reports from the contractor have provided cur- 
rent program data, such as test results showing the “mean time between 
failure” for various ALWT components. Results have been aggregated in 
various ways to reflect technical risk, and high-risk components have 
been discussed in meetings between program office staff and the 
contractor. 

Some members of the staff decided to supplement the command’s guide- 
lines with an additional measure of risk not based on test results. Their 
measure, updated monthly, rates risk for each ALWT subsystem on a one- 
to-five scale. It has been included in the contractor’s reports. 

The Air Force Advanced Medium-Range Air-to-Air Missile (AMRAAM) is 
an all-weather, radar-guided missile designed for Air Force and Navy 
fighter aircraft. Compared to missiles currently in production, AMRJWM 
will reportedly be less dependent on its launching platform for target 
designation and guidance. It will be guided by the aircraft radar until 
midcourse, when it will switch to its own radar. This “launch and leave” 
capability is intended to allow the pilot to break away after firing and 
engage other targets. Under development by Hughes Aircraft, AMR.+A.. is 
being designed also for greater speed, reliability, and resistance to elec- 
tronic countermeasures than missiles now produced. 
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Under the Joint Systems Program Office, Armament Division, at Eglin 
Air Force Base, Florida, AMFUAM passed milestone II for full-scale devel- 
opment in 1982. 

The primary risk effort was handled by ongoing program activities such 
as regular meetings of the program management staff and contractor to 
discuss test results and identify the program’s “technical drivers.” This 
approach led to efforts to reduce risk that were reflected in contract 
specifications, competition between contractors during the demonstra- 
tion and validation phase, and program restructuring. 

Other risk-related activities for AMRAAM are contractor reports, cost and 
schedule analyses, and a recent study of the overall program by a blue 
ribbon panel of Air Force and Navy reviewers. 

ASAT The Air Force Antisatellite Weapon (ASAT) is designed to destroy speci- 
fied low-altitude satellites. The ASAT weapon comprises a two-stage mis- 
sile and a miniature homing vehicle. The ASAT is to be launched from an 
F-15 fighter plane into space, where the miniature homing vehicle would 
maneuver into a satellite’s orbit and destroy it by direct impact. 

The ASAT is being developed by the Air Force Space Division in El 
Segundo, California. Boeing Aerospace Company is the contractor 
responsible for the missile and system integration; the miniature vehicle 
is being built by LTV Aerospace and Defense Company. The system has 
been under accelerated development and, when we finished data collec- 
tion, had not yet had any formal IXARC milestone reviews. 

The primary ASAT risk effort was performed by the program office to 
meet the information needs of authorities at higher levels. A probability 
of success for a system test was computed by combining probabilities of 
success for the performance of each subsystem. Qualitative ratings of 
the level of risk (high, medium, low) were assigned to each area of tech- 
nical concern. 

The program office also had additional information on technical risks, 
developed through informal assessments performed quarterly for the 
selected acquisition report and program review. These assessments 
relied on engineering judgment for subjective estimates of the technical 
risks of the system. Other risk information included formal cost risk 
estimates reported by the contractor for the miniature vehicle. 
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ASPJ The Airborne Self-Protection Jammer (ASPJ) is an electronic jammer 
used to provide tactical aircraft with the capability for defensive elec- 
tronic countermeasures. It is designed to fit aboard a variety of aircraft, 
including the A-6, AV-8B, F-14, F-16, and F-18. The system is designed as 
five modules to allow different installation configurations to meet the 
requirements of individual aircraft. 

The Navy is functioning as the lead service in this joint Navy and Air 
Force program. Management responsibilities are under the Naval Air 
Systems Command in Crystal City, Virginia. The program began full- 
scale development after passing milestone II in August 1979. The pro- 
duction decision, milestone III, is scheduled for 1986. The system has 
been jointly designed and developed by ITT Avionics and Westinghouse 
Defense, but the team members will be required to compete for the pro- 
duction phase of the program. 

The program office has performed ongoing risk management and risk 
reduction efforts, reacting to problems as they arise. Test results have 
been relied on to reveal areas requiring attention. 

Assessments of program cost, schedule, and technical risks were carried 
out by a support contractor when this program was part of the pilot 
total risk assessing cost estimate (TRACE) program. According to program 
personnel, the TRACE funding for the program was cut from the budget 
and the program is no longer part of the pilot effort. 

Asw sow The Navy’s Antisubmarine Warfare Standoff Weapon (ASW saw) is a sub- 
marine-launched missile designed for quiet, buoyant ascent and short 
“time to target.” It is a single-stage, rocket-propelled missile with two 
payload alternatives: the nuclear depth bomb and the advanced light- 
weight torpedo. It is intended as a tactical antisubmarine weapon for the 
SSN-637, SSN-688, and follow-on submarines. The program is run by the 
Naval Sea Systems Command in Crystal City, Virginia. 

In February 1980, four companies were awarded contracts for a concept 
formulation study of the ASW S(IW. From the results of these studies and 
the proposals each company submitted, Boeing Aerospace was chosen 
for the demonstration and validation work on the system. The program 
office received milestone I approval in December 1982 and plans mile- 
stone II for June 1986. 
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The primary ASW SOW risk effort was performed by Boeing. Technical 
risk was assessed as part of the risk management effort required in 
Boeing’s contract. Boeing identified eight areas of technical risk and has 
continued to monitor these areas in the demonstration and validation 
phase. Three main activities were performed in order to identify risks. 
First, a “factory-to-target sequence” matrix was developed, laying out 
the acquisition steps from component fabrication to launch for each 
work breakdown structure element. Significant events in development 
and environmental considerations could be taken into account by using 
this matrix. Ratings of high, medium, and low were given to the ele- 
ments with risk. Second, a risk element matrix was developed, mapping 
the work breakdown structure items against what Boeing calls risk ele- 
ments of cost, schedule, performance, reliability and maintainability, 
production, and safety. Again, high, medium, and low ratings were 
assigned, as deemed appropriate. Third, because certain items tend con- 
sistently to cause problems in system development, data from other 
Boeing systems were used to identify risks. Boeing regularly reviews the 
system for potential risks other than the eight that were found from 
these three activities. 

Risks are assessed and monitored by a risk management board, a small 
group of Boeing’s ASW scw management personnel. The Navy Sea Sys- 
tems Command technical representative at Boeing is invited to the 
formal meetings and receives a copy of the minutes. The risk effort and 
the standards for rating risk have been documented in Boeing’s risk 
management plan. Boeing has also documented the effect the risks are 
expected to have on the program and the steps that will be taken to 
abate them. 

ATRS The Navy Advanced Tactical Radar System (ATRS) is an anti-air-warfare 
system to be used in support of the defense of local areas. The Kavy is 
still defining the ATRS concept, but, generally, it has been planned as a 
system that will have both a surveillance and a weapon support func- 
tion. It is being designed for several platforms, including the next gener- 
ation of surface ship combatants. 

The ATRS had its genesis in 1982, and the operational requirements were 
documented in January 1984. Status as a major system was achieved in 
September 1984. The program, being developed under the Naval Sea 
Systems Command in Crystal City, Virginia, has remained unfunded 
during a reevaluation of the requirements. A milestone II review is 
expected late in fiscal year 1988 or early in fiscal year 1989. 
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A special group consisting of staff from the systems command, support 
laboratories, the program management office, and others is helping 
define the ATRS. The program manager has said that, because it is so 
early in the acquisition cycle, the risk effort has been limited to informal 
discussions of areas that may contain risk. The design options presented 
for the system were the impetus for these discussions. The program 
manager planned to use quantitative risk efforts for reporting to pro- 
gram management and reviewers. 

C-17A The ~-17~ Airlift Aircraft System will be designed to perform a full 
range of airlift missions in inter-theater and intratheater roles, including 
air drops, combat offload, medical evacuation, and low and normal alti- 
tude parachute extraction of various types and sizes of cargo. It is 
intended to deliver cargo into small, austere airfields. The ~-17~ will be a 
turbofan wide-body aircraft powered by four engines being certified by 
the Federal Aviation Administration for commercial aircraft. It is 
intended to replace the active fleet of C-141B aircraft; it may also be 
used for roles currently filled by older C-130 aircraft. 

The C-17A was initiated in 1979 (known then as the C-X) under the Aero- 
nautical Systems Division at Wright-Patterson Air Force Base, Ohio. In 
July 1982, the Air Force awarded a contract to McDonnell Douglas Cor- 
poration for a modestly paced C-17 research and development program, 
and this received milestone II approval from the Air Force Systems 
Acquisition Review Council in 1981 and from the DSARC in November 
1984. A milestone III review is planned for fiscal year 1987. 

The risk effort has been carried out informally in the program office as 
a part of routine management, through technical interchange meetings 
held regularly with the contractor to discuss technical problems and 
issues. Each meeting has been structured around a particular functional 
area of the plane, so that different subsystems are examined at different 
meetings. 

Technical risks for the system were also examined during source selec- 
tion Under Air Force Regulation 70-15, offerors were required to 
address technical risks in their proposals, and the source selection eval- 
uation board considered the risks in selecting the winner. 

CV-HELO The CV Innerzone Antisubmarine Warfare Helicopter (CV-HELD) was initi- 
ated to provide a capability for fast-reaction, highly mobile, active sonar 
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and torpedo delivery to assist in detecting, locating, and attacking 
enemy submarines entering the high-noise environment of the carrier 
battle group inner zone. It is intended to replace the SH-3H helicopter 
currently in service. 

Developed under the guidance of Naval Air Systems Command in 
Crystal City, Virginia, the CV-HELO passed a milestone II review in ,Jan- 
uary 1985. A contract for development was subsequently awarded to 
the Sikorsky Aircraft Company. 

The program office has examined and reported technical risk issues in 
the program’s monthly status report. Technical risks have been 
addressed subjectively in informal discussions with the program’s engi- 
neering personnel. 

HFAJ The High Frequency Anti-Jammer (HFAJ) is being developed to provide 
anti-jam protection for tactical battle group operations. The HFAJ uses 
broadband frequency and has the ability to hop in the high-frequency 
spectrum. It is expected to provide a system with better availability, 
automation, and efficiency than the system currently used. The five 
parts of the system are the exciter, receiver, broadband power ampli- 
fier, anti-jam modem, and anti-jam controller. 

In June 1981, the Chief of Naval Operations approved HFXJ develop- 
ment. The Navy subsequently awarded contracts to Rockwell-Collins, 
Westinghouse, and GTE for advanced development. The program office, 
under the Naval Electronic Systems Command in Crystal City, Virginia, 
was working toward a milestone II decision in 1984 when the secretary 
of the Navy stopped the funding. Since then, the system has been under 
review. 

The primary HFAJ risk effort has been conducted by program manage- 
ment. At meetings, risk is discussed in an informal, subjective approach. 
Test results, work on other systems, personal experience, and the opin- 
ions of engineers and laboratory scientists, among other things, have 
been considered. 

IS/A AMPE The Inter-Service/Agency Automated Message Processing Exchange (I-S 
A AMPE) will handle secure and general-service command, control, com- 
munications, and intelligence for the armed services, other government 
agencies (such as the National Security Agency and Defense Intelligence 
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Agency), and U.S. allies. Overall, about 2,000 users are expected. It is 
being designed to modernize and standardize current hardware, soft- 
ware, and procedures. 

The I-S/A AMPE program has undergone several shifts in concept defini- 
tion since planning began in 1975. The Air Force became lead service in 
1979 and assigned the program to its Automated Systems Program 
Office at Gunter Air Force Station, Alabama. I-S/A AMPE passed mile- 
stone I in 1983. 

The primary I-S/A AMPE risk effort has been conducted as a set of man- 
agement practices and decisions, including offeror conferences and 
surveys to evaluate design alternatives, review by service laboratories 
and expected users, independent validation and verification of technical 
plans, required certification by the National Security Agency of each 
system component, tests of critical components, and work plans that 
standardize the contractors’ efforts and promote the integration of 
components. 

As a result of activities like these, program management adopted a two- 
track development strategy. Track I is the development of low-risk 
items. Items not yet “reduced to practice” will be added later, if feasible, 
in track II “preplanned product improvement.” 

Two other management activities were a 1982 internal audit report that 
discussed technical issues and an independent cost analysis performed 
in 1983. A computerized system monitors the development schedule. 

JSTARS The Joint Surveillance and Target Attack Radar System (J’STARS) is 
designed as a surveillance, battle management, and target attack control 
system to detect, locate, and track targets. The JSTARS includes C-18 air- 
craft, airborne radar, airborne and ground data-processing and display 
equipment, secure anti-jam voice and data communication equipment, 
ground station modules, weapon interface units aboard fighter aircraft 
potentially able to carry missiles, and software support and develop- 
ment facilities. 

The JSTARS was initiated as a joint Army and Air Force program, with 
the Air Force as the executive service, at Hanscom Air Force Base in 
Bedford, Massachusetts. The joint program, formed in May 1982, 
merged two programs: the Air Force Pave Mover, a system for detecting, 
locating, and striking mobile enemy armor, and the Army Standoff 
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Target Acquisition System, a radar system for fast, continuous, and 
broad helicopter surveillance of moving ground targets. Contracts were 
awarded to General Electric, Grumman, Hughes, and Westinghouse for 
studies of the radar and antenna. 

Three risk activities were described by the respondents in our inter- 
views in the program office. One was done solely on the antenna by 
Rome Air Development Center, the technical arm of the Air Force Elec- 
tronic Systems Division at Hanscom. The group that assessed risk con- 
sisted of three engineers and a representative of Mitre Corporation, the 
system’s engineering contractor. Contractors presented to this group the 
work they had done. Following the contractors’ presentations, the group 
layed out a matrix describing what each contractor had done in the four 
areas that it judged would be a problem in developing the antenna and 
rated these areas as high, medium, or low risks. The group briefed the 
program director and Air Force officials on their results. The primary 
risk effort described in our report comprised these three activities. 

The program management staff have also dealt with risk. Modeling, 
prototyping, technical studies, and engineering judgment have helped 
the staff make informal assessments for decisionmakers. 

In accordance with Air Force Regulation 70-15, risk was also assessed 
by the source selection evaluation board. Before the proposals were 
reviewed, factors on which they were to be rated and standards for rat- 
ings were established. A separate high-medium-low rating scale was 
applied for technical risk. 

JTIDS (Air Force) The Joint Tactical Information Distribution System (JTIDS) is a time-divi- 
sional multiple-access communication system intended for jam-resistant 
digital communication of data and voice for command and control, posi- 
tioning relative to navigation, and identification. The Air Force and 
Army JTIDG Class 2 terminals for the system are designed for fighter air- 
craft, ground tactical vehicles, and installations that have space and 
weight restrictions. The Class 2 terminal is composed of a receiver and 
transmitter unit developed by the Collins Government Avionics Division 
of Rockwell International and a data processor unit developed by the 
Kearfott Division of the Singer Company. Within the data processor are 
the interface unit, digital data processor, secure data unit, and battery. 

Advanced development modeling of the Class 2 terminal in the late 
1970’s supported the use of JTIDS on platforms whose space is restricted 
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The program was approved for full-scale development in January 1981. 
Milestone III production review is planned for May 1986. The Air Force, 
as lead service, runs the program from the Electronics Systems Division 
at Hanscom Air Force Base in Bedford, Massachusetts. 

Two risk efforts were described in our program office interviews. The 
primary effort, which we reported in chapter 3, is an element in the 
management of the program. Discussions and meetings with Air Force 
staff, support contractors, and prime contractors are the main activity 
in this effort. The program management has also relied on experience 
with the JTIDS Class 1 terminal, designed for aircraft carriers and other 
major surface combat ships. 

The second risk effort on the JTIDS was done for source selection before 
awarding a contract for full-scale development in 1981. The source 
selection evaluation board rated designated technical items for each 
bidder. Five color ratings, which the board defined in its instructions, 
were to be used for each item. An overall assessment of technical per- 
formance was rated high, medium, or low in a technical summary for 
each proposal, and the ratings and the overall technical summary were 
documented. 

JTIDS (Navy) The Navy Joint Tactical Information Distribution System (JTIDS) is 
intended to provide secure, jam-resistant communication, navigation, 
and identification by means of short pulses pseudorandomly distributed 
in time and frequency. The terminals for the system include a trans- 
mitter, a data processor, and receivers. The terminals are being devel- 
oped in three classes -one for large surface ships (such as aircraft 
carriers) requiring high-power terminals and up to 10 voice channels, 
another for early-warning aircraft requiring up to 4 voice channels, and 
a third for tactical fighter aircraft and small surface ships requiring 
small, lightweight terminals with no more than 2 voice channels. 

Work on the JTIDS began in 1974, with the Air Force as lead service. In 
1976, the program split into two phases. One, directed by the Air Force, 
is to develop a time-division multiple-access system (which we discuss in 
the preceding section). The other, directed by the Navy, is to develop a 
distributed time-division multiple-access system that-will allow simulta- 
neous sending and receiving, operable with the Air Force system, which 
will not. Under the direction of the Naval Electronic Systems Command 
in Crystal City, Virginia, the Navy JTIDS is being developed by Hughes 

Page99 GAO/PEMD-&MTecknicalRlsk Assessment 



Appendix I 
Program ne!scriptions 

Aircraft. It passed milestone II, into full-scale development, in 1982. 
Milestone III is not expected until 1992. 

A cost and schedule risk analysis was performed by a support con- 
tractor in 1982, but the technical risk effort has been handled through 
program management efforts including, for example, testing and review 
by Navy laboratories and independent evaluation groups in DOD, review 
by potential offerors, and regular meetings of the program office staff 
and the contractor. Enhancements are to be added through “preplanned 
product improvement.” Although the Navy JTIDS program was not 
among the pilot programs using the Naval Material Command risk man- 
agement system, it reportedly followed a similar format in a 1984 tech- 
nical review. 

Mark XV IFF The Mark XV Identification Friend or Foe (Mark XV IFF) combat identifi- 
cation system is intended to provide a reliable means of identifying air- 
borne and surface targets at distances compatible with the ranges of 
“friendly” weapons. Currently, the target detection range capabilities 
and maximum ranges of many weapons exceed the ranges at which reli- 
able identification is available. The Mark XV IFF is a question-and-answer 
system that will be introduced as a retrofit to the Mark X/XII IFF 
system, the transition to the new system to occur as platforms become 
available. The Mark XV IFF must be compatible with existing systems 
because it will have to operate in the same environment as these sys- 
tems during the transition. 

The program is a joint Air Force, Army, and Navy effort, The Air Force 
is the lead service for development, and management of the program is 
under the Combat Identification System Program Office of the Aeronau- 
tical Systems Division at Wright-Patterson Air Force Base, Ohio. The 
system is in the demonstration and validation phase of development. 
The milestone I review occurred in July 1984, and plans call for a mile- 
stone II review in fiscal year 1988. Both Texas Instruments and Bendix 
Corporation are under contract to perform the development work neces- 
sary before the system can enter full-scale development. 

Several risk efforts have been carried out for the Mark XV ET. The pri- 
mary effort was an assessment conducted by the Air Force chief scien- 
tist as a result of questions arising in the review process. A panel was 
assembled to identify the areas of technical risk and assess the relative 
technical merits of alternatives. 
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Other Mark XV IIT risk efforts centered on the use of informal engineering 
judgments of problem areas in the system. The milestone I review and 
the decision on the type of development contract took risks into 
consideration. 

MLRS/TGW The Terminal Guidance Warhead (TGW) is one of three warheads being 
developed for the Multiple Launch Rocket System (MLRS). The MLRS is 
designed to deliver a large volume of fire power in support of field artil- 
lery. The TGW will enable the system to destroy armored vehicles and 
equipment. It is an autonomous warhead with terminal homing and fire- 
and-forget target capabilities. 

The warhead MLRS/TGW is a multinational program. France, Great 
Britain, West Germany, and the United States are involved in the 
system’s development. Each country has a representative in the pro- 
gram office, which is located at the Army’s Missile Command in Hunts- 
ville, Alabama. The contractor is also multinational. Brandt Aremento 
(Thompson-Brandt) of France, Thorn EM1 Electronics of Great Britain, 
Diehl G.M.B.H. of West Germany, and Martin Marietta of the United 
States formed MDTT Corporation for the development of the warhead. 

A preliminary investigation of the technology began in the early 1970’s. 
In 1977, the House Armed Services Committee required that it be devel- 
oped as an option for the MLRS. About the same time, the secretary of 
Defense required that it be pursued as a multinational program. Fol- 
lowing the signing of the memorandum of understanding between the 
four countries in 1979, work to define the TGW concept began. Passing 
milestone I in September 1984, the program moved into what is called 
the component demonstration phase. A milestone II review is planned 
for early 1987. 

The primary risk effort focused exclusively on technical risk. It was 
made by the multinational group as part of its discussion of program 
options in the concept and international program definition phase. In 
about 1 week in informal discussion based on the experience of its mem- 
bers and prior work on TGW technology and other systems, the group 
identified 14 potential risk areas, screened the list, and rated the risks 
high, medium, and low. This led to a smaller list of 5 areas. The effort 
was exclusively for use in choosing the best alternative. 

A schedule risk assessment was also performed for the TGW by a sys- 
tems analyst at the missile command as part of the multinational effort 
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MlAl 

in the definition phase. Although schedule risk was the emphasis, the 
analyst said that a technical assessment had to be made before the 
schedule work could be done. Information from the multinational group 
was collected and laid out in a network. Since a number of concepts were 
being considered, the assessment was made as generic as possible rather 
than dependent on a particular design choice. Another analyst added 
cost figures to the schedule assessment. 

The Army ~1~1 program is intended to enhance the capabilities of the 
Ml Abrams tank. MIAI development began with replacement of the Ml’s 
105-millimeter cannon with a 120-millimeter version. The effort was 
expanded to develop armor for protecting the tank’s mobility and fire- 
power and an air distribution system for protecting it against nuclear, 
biological, and chemical warfare. Ammunition is to be developed and 
cannon components are to be built for the 120-millimeter gun to ensure 
its interchangeability with the West German Leopard 2 tank. Develop- 
ment is under contract with General Dynamics. 

Under the Tank Automotive Command in Warren, Michigan, the Ml 
began prototype development in 1973 and entered full-scale engineering 
development 3 years later. During this phase, the 120-millimeter gun 
was incorporated into the development effort. The baseline Ml passed 
its milestone III production decision in 1979; the ~1~1, including the gun 
and other enhancements, passed milestone III in 1984. Enhancements 
are to be phased into production over the next several years. 

The primary ~1~1 risk effort was a series of three TRACE analyses per- 
formed in 1982, 1983, and 1984. Staff members reportedly considered 
technical risk when they estimated cost inputs for the analyses and 
came up with estimates of high, low, and most likely cost for each ~1~1 

enhancement. TRACE was used to support applications for risk funds but 
not to guide technical decisions within the program office or at higher 
levels of review. Two other activities guided technical decisions: anal- 
yses of test results and informal staff discussions. According to the pro- 
gram manager, “ad hoc risk assessment, conscious or unconscious,” has 
been part of the daily routine. 

NAVSTAR User 
Equipment 

The NAVSTAR user Equipment is part of the NAVSTAR Global Positioning 
System (GPS), a space-based radio navigation system consisting of satel- 
lites, satellite control and monitor stations, and equipment for their use. 
The GPS is designed to provide worldwide three-dimensional position 
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and velocity and universal coordinated time information. The system 
can operate in all weather and has a high resistance to jamming. 

The user equipment consists of a receiver and processor unit, an 
antenna system, a control display unit, a flexible modular interface, and 
an optional data loader. The equipment is designed to receive and pro- 
cess either simultaneous or sequential data from four different satel- 
lites. The user equipment measures velocity and range with respect to 
each satellite to derive the user’s three-dimensional position and 
velocity. It then processes the data in terms of an earth-centered, earth- 
fixed coordinate system and displays the information in geographic or 
military grid coordinates. Magnavox Advanced Products and Systems 
Company and the Collins Government Avionics Division of Rockwell 
International are both under contract for the development of the user 
equipment. The two will compete for the production phase of the pro- 
gram, with the possibility of taking a leader-follower approach. 

The system is a joint effort of the Air Force, Army, Navy, and Marine 
Corps, with the Air Force functioning as the lead service for develop- 
ment. The program management office is part of the Air Force Space 
Division in El Segundo, California. In the full-scale development phase, 
the user equipment was scheduled for a milestone III review in May 
1986. The system passed a milestone II review in 1979. 

The program office has considered the schedule and cost of technical 
probiems as ongoing management of risks. Testing has been emphasized, 
and test results, reliability measures, and subjective judgment have been 
combined in order to identify technical risks. The program office also 
conducted an examination of technical risks in accordance with Air 
Force Regulation 70-15 for the source selection for production. 

The Army Remotely Piloted Vehicle (RPV) has a long development his- 
tory that began in 1975. Currently, it is being developed by Lockheed. 
Its high-technology subsystems include forward-looking infrared radar 
and an anti-jam capability. Developmental work on the RPV began in 
1979, under the direction of the Army Aviation Systems Command in St. 
Louis, Missouri, but the RPV did not become a major system requiring 
milestone review until 1983. Its first milestone will be the production 
decision, at milestone III, in 1986. 

A decision risk analysis, conducted in 1981 and updated in 1982, 1983, 
and 1984, covered schedule risk, assigning high, low, and most likely 
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estimates of time required to complete development. The 1981 analysis 
and the 1982 update provided ratings of technical risk. basing them on a 
questionnaire completed by the technical staff. The RPV subsystems 
were rated on a scale that included qualitative labels and verbal descrip- 
tions of risk categories, plus probability ranges for the likelihood of 
failing to meet performance requirements. The scale differed slightly 
from year to year. In 1982, it ranged from “none or very low” risk (less 
than a 5-percent chance of not meeting requirements) to “unacceptably 
high” risk (greater than a 50-percent chance). In 1981, the scale ranged 
from “none or low” (not more than a lo-percent chance) to “unaccept- 
ably high” (greater than 50-percent, as in 1981). Questionnaire results 
were summed into a single rating (high, moderate, or low) for each 
subsystem. 

Other risk-related activities for the RPV include a decision risk analysis 
completed in 1978 and TRPCE analyses in 1982 and 1983 for the produc- 
tion phase. 

The Short-Range Air Defense Command and Control System (SHORAD cz) 
offers automated command and control functions for the SHORAD batal- 
lion. Computers, display devices, software, and interface equipment are 
intended to automate the collection, processing, distribution, and display 
of information for SHORAD weapons. No existing system performs these 
functions; some of them can be performed manually, but this is slow and 
unreliable. The program office is at the Ballistic Missile Defense System 
Command in Huntsville, Alabama. 

In July 1981, an acquisition strategy was approved by a general-officer 
review, which was supported by an Army in-process review in April 
1982. However, the Congress accepted neither the schedule nor the 
funding requirements for the 1983 fiscal year appropriation. The Con- 
gress did acknowledge the need for an automated command and control 
system, and in response, the deputy undersecretary of Defense for com- 
mand, control, communications, and intelligence approved a restruc- 
turing of the program in April 1983. Budget reductions led to another 
restructuring in the spring of 1984 and still another in early summer. 

Three risk efforts have been completed for the SHORAD ~2. The first, corn 
pleted in January 1984 by a systems analyst at the missile command, 
focused on cost and schedule risk. Although technical risk was consid- 
ered in the schedule and cost assessment, only the cost and schedule 
aspects were documented. The two other efforts were made in response 
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to the program’s restructuring. The second risk effort was completed in 
August 1984 and focused on the schedule risk of the software develop- 
ment. It was performed by a support contractor who borrowed heavily 
from the earlier effort. No mention was made of the technical risks of 
the system in the documentation. 

The third effort, completed in March 1985, was the primary risk effort. 
It was made by a different support contractor, who used the systems 
engineering management guide published by the Defense Systems Man- 
agement College. Probabilities of failure assigned to hardware and soft- 
ware components were based on their degree of maturity, complexity, 
and dependence on interfacing items. The probability assignments were 
subjective but based on standards documented in the engineering guide. 
Standards for high, medium, and low were also documented. The sup- 
port contractor incorporated technical risk in the cost and schedule 
analyses. 

The Short-Range Attack Missile II (SRAM II) is being developed to replace 
the current Short-Range Attack Missile and is intended to support pene- 
trating bomber missions through the 1990’s and beyond. The pene- 
trating bomber mission is an essential element of the strategic triad of 
land-, sea-, and air-based defense. The SRAM II is intended to provide the 
B-1B and advanced technology bombers with a supersonic air-to-ground 
nuclear missile designed to attack fixed and relocatable targets. The 
system consists of the missile, support equipment, mission planning 
equipment, and carrier interfaces. 

The SRAM II is being developed at Wright-Patterson Air Force Base, Ohio, 
in the Air Force Aeronautical Systems Division. The system start was 
approved in 1983. With an accelerated development approach, no mile- 
stone I review was held, and no discrete demonstration and validation 
phase has been conducted. Rather, a single “pre-full-scale” development 
effort is under way, with a milestone II review planned for 1986. 

The program office has relied heavily for technical risk information on 
past work on similar systems. It has conducted an informal, subjective 
assessment of all subsystems but intends to reconsider this assessment 
approach for full-scale development. 

SUBACS The Submarine Advanced Combat System (SUBPCS) is an integrated 
combat control system for the nuclear-powered SSN-75 1, SSN-752, and 
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SSN-753 submarines, now under construction. It is designed to merge 
sonar, sensors, fire control, and other control units into an integrated 
system. Originally a “preplanned product improvement” system, with 
two upgrades of the basic version for future submarines, the SUBXS has 
undergone a total restructuring because of problems in developing a rev- 
olutionary fiber optics data bus to connect the system’s computers. 

The SUBACS program is being developed by the Naval Sea Systems Com- 
mand in Crystal City, Virginia. It was initiated in November 1980 with 
the approval of a mission element needs statement by the secretary of 
Defense. At milestone II review in September 1983, full-scale develop- 
ment was approved and, in December 1983, the Federal Systems Divi- 
sion of IBM received the contract award. 

The risk effort reported in our interviews with staff in the program 
office was part of a schedule risk assessment performed by Naval 
Underwater Systems Command and IBM in response to a request in Feb- 
ruary 1983 from the assistant secretary of the Navy for a quantitative 
analysis of the risk to ship delivery dates. IBM and the Navy command 
worked independently to identify critical items, including items offering 
a “significant technical challenge,” and these items served as the basis 
of a network analysis. Originally designed to be ongoing, the assessment 
was discontinued in December 1983. 

T45TS The multifaceted T-45 Training System (T45F or the Naval Undergrad- 
uate Jet Flight Training System, consists of axcraft, simulators, aca- 
demic coursework, and training management. It is intended for the 
intermediate and advanced phases of the naval flight training program 
for jet aircraft pilots. The T-45 aircraft is a two-tandem-seat, jet-engine 
trainer designed and built in Great Britain. A version with the capabilit) 
of operating from aircraft carriers will be built in the United States for 
the Navy by McDonnell Douglas Corporation. 

Accelerated development of the system is under the guidance of the 
Naval Air Systems Command in Crystal City, Virginia. Combined mile- 
stone I and II reviews were made in October 1984, and the secretary of 
Defense approved full-scale development in December 1984. A milestont 
III review is scheduled for fiscal year 1988. 

The program office has an ongoing risk management effort. Empha- 
sizing reliability, the engineering staff has monitored risks by means of 
tests of problem areas. In addition to this effort, the program office wa> 
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directed to use the template system of risk management detailed in 
“Solving the Risk Equation in Transitioning from Development to Pro- 
duction” (DOD 4245.7-M), which it did in the milestone I-II review. 

Trident II (D5) performance of submarine-launched ballistic missiles. A follow-on to the 
Trident I (C4), the Trident II (DS) will reportedly provide a larger missile 
with greater accuracy and better payload. It is to be deployed on newly 
constructed SSBN-726 (OHIO) submarines and backfitted on other sub- 
marines of the same class that originally carried the Trident I (C4). The 
contractors involved in Trident II (DS) development include Draper Labo- 
ratories, General Electric, Interstate Electronics, Lockheed, Sperry, and 
Westinghouse. 

The Navy’s Strategic Systems Project Office in Crystal City, Virginia, 
manages the development, production, and support of the Trident II (D5) 
Strategic Weapon System, which began full-scale development after the 
milestone II review in September 1983. A milestone III review is sched- 
uled for March 1987. 

The program management office has used a risk management approach 
for addressing technical risk, examining low-risk technologies as much 
as possible. The office identifies problems through a steering group that 
includes senior contractor personnel in order to promote an exchange of 
information between the contractors. 

An “improved accuracy program” was completed in 1982. This was a 
special assessment of the technology of critical elements in order to 
determine the feasibility of achieving the expected improvements in 
accuracy of the Trident II. 

A separate schedule risk assessment was performed in 1983 by a sup- 
port contractor. The assessment was aimed at determining schedule 
risks for the delivery of government-furnished equipment and informa- 
tion for submarines under construction. 

V-22 Osprey The V-22 Osprey program, formerly Joint Vertical Lift Aircraft (JVX) 
program, is an effort to develop, produce, and deploy a multimission 
vertical take-off and landing aircraft combining the capabilities of a tur- 
boprop aircraft with those of a helicopter. It uses a tilt rotor that allows 
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vertical take-off and makes a transition to horizontal flight by means of 
tilting-engine nacelles. 

It is a joint program of the Navy, Marine Corps, and Air Force and is to 
fulfill a different mission requirement for each service. The Navy is the 
lead service and fills the procurement role for the Marine Corps. The 
management of the program is under the Naval Air Systems Command 
in Crystal City, Virginia. 

An initial operating capability that would replace the Marine Corps 
medium assault vertical lift fleet is planned for 1991. The program 
passed a milestone I review in December 1982, with Bell Helicopter Tex- 
tron and Boeing-Vertol under a joint contract for development. 

The program office uses an ongoing, informal process of risk assessment 
carried out by the engineering staff. As technical problems arise, they 
are discussed in routine staff meetings. Earlier, in an effort to determine 
the most feasible technical approach for the system, a joint technology 
assessment group examined risk as part of its evaluation of helicopter 
versus tilt-rotor designs. 
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THE UNDER SECRETARY OF DEFENSE 

WASHINGTON. DC 20301-3010 

Mr. Frank C. Conahan 
Director, National Security and 

International Affairs Division 
US General Accounting Office 
Washington, DC 20548 

Dear Mr. Conahan: 

This is the Department of Defense (DOD) response to the General Accounting 
Office (GAO) Draft RepoR, ‘Technical Risk Assessment - Unclear Policy and 
Inadequate Practice Characterize Current Do0 Efforts’ dated October 31985 (GAO 
Code 973 193/OSD Case No. 6858) 

concurs with the draft report. The DOD, however, does 
emphasis on technical risk, without concomitant 
schedule risk. The relationship of all three, (cost, 

schedule, and techmcal risk) must be recognized and balanced in the management 
of overall program risk. Specific comments which address the report findings are 
attached. 

We appreciate the opportunity to comment on the report in draft form. 

Sincerely, 

Att&lWltllt 
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GAO DRAFT REPORT DATED OCTOBER 3,198s 
(GAO CODE 973193) OSD -SE 6858 

‘TECHNICAL RISK ASSESSMENT: UNCLEAR POLICY AND INADEQUATE PRACTICE 
CHARACTERIZE CURRENT DOD EFFORTS’ 

DEPARTMENT OF DEFENSE COMMENTS 

FINDINGS 

0 FINDING A: DOD Has Identified Technical Risks As A Factor Lea&na To 
Schedule Slippaae and Cost Growth. The GAO observed that technical risks are 
Inherent tn the develo 
requirements exceed t f: 

ment of new weapon systems when performance 
e capabilities of current technology. According to GAO, if 

not anticipated and mana ed in the early phases of the ac uisition process technical 
risks can have profound e f! ects on program costs and sch eJ ules. GAO described 
technical risk assessments CTRA) as the process for identifying and evaluatin the 
potential for performance problems, drawin 

Yl 
a distinction between techno ogical s 

risk, and program risk, (which also Includes sc edule and cost risk). GAO reported 
that Do0 has identified technical problems as a major factor in cost growth and 
schedule delay and has reported that the level of technical risk directly affects 
decisions on further development. The GAO further reponed that it is the Do0 
postion TRA can significantly reduce the overall cost of acquiring new weapon 
s 
% 

stems. The GAO concluded that substantial savings could be expected from the 
eslgn and Implementation of TRAs. (pp. i, l-l, p. S-T/GAO Draft Report) 

DOD Comments: 

Partially concur. The DOD does not concur with the GAO report implication that 
technical risk should be emphasized in isolation. Technical risk is only one element 
of overall program risk, which also includes funding and cost risk, as well as 
schedule risk. It is essential that consideration of pro 
consideration of each of the risk elements. The DOD 9 

ram risk include balanced 

identification of technical risk, as well as other t 
oes concur that early 

costs. It will also improve pro ram stability and K 
pes of risk. should reduce program 

P 
elp ensure on-schedule contract 

performance. Since 1981, in act, the Do0 has been placing much greater emphasis 
on program risk, and has reduced cost growth to about one percent tt should be 
noted; however, that early identification of risk, while reducin the amount of cost 
growth, does not necessarily reduce prognm cOR It may simp P y uuse recognition 
of additional cost initially thereby precluding it from being included in growth 
calculations. 

& 
FINDING 0: Despite Initiative 11, DoD Policies Reaadma Technical Risk 

seswnent Remam Untocure The GAO found that Inrtiatwe 11 of DOD’s 1481 
Acquisition Improvement Progrim called for the use of quantitative technical risk 
assessments to support the budgeting of funds to cover risk. The GAO noted that 
many quantitative approaches are described in a handbook developed by the 
Defense System Managmt College (DSMC) in respoMe toInWtivell,andthat 
other quantitative and qualitative tools are au&able. The GAO futier noted that 
there are many resources available to aid Program Management Offices (PMOs) in 
performing technical risk assessments, but also observed that there are some 
obstacles to a clear understanding of DOD expectations. GAO pointed to no 
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consrstent definrtron of what is meant by technical risk as well as no DOD-wide 
definrtion of the common1 used terms high, medium, and low risk. While GAO 
acknowledged that some J .. efinltrons exist for program risk, such as that developed 
by the DSMC and by Air Force Regulation 70-15, GAO nonetheless found no 
standard definition of technical rusk in DOD. The GAO also observed that, while it IS 
true that the regulations for documentation of major system acquisitions include 
requirements that technical risks be addressed, the degree of discussion or 
identification of risks is not set out, nor is there an specification of the kind of TRAs 
to be used. GAO found that there is no official po r 
application of s 

icy or guidance callin 
l cific tools or techniques, nor are there generic criteria 

p cr 

3 
for the 

or TRA, 
independent o the ap roach used. The GAO concluded that despite the fact 
Initiative 11 was inten ed to promote qualification of, and budgeting for, technical 
risks, in reality it has had little influence over the three Services’ procedures for TRA. 
The GAO further concluded that there have been no perceptible changes in Defense 
Systems Acquisition Review Council (DSARC) procedures or operations as a result of 
Initiative 11. In summary, the GAO concluded that while the Depaflment of 
Defense has eneral policies calling for TRA, the policies are unfocusedand not 
clearly descn .% ed under any regulation or directive. (pp. 2-l through 2-17, and p. S- 
2/GAO Draft Report) 

DOD Comments: 

Partially concur. The DOD concurs that policies relative to discrete treatment of 
technical risk remain unfocused, and that a generally accepted and understood 
definition of technical risk, including commonly used terms (high, medium, low 
risk), still does not exist within the DOD. As indicated in the response to 
Recommendation 1, the DOD will issue a handbook that incorporates DOD 
definitions of risk, including guidance on what constitutes high, medium and low 
risk, to the extent possible. DOD does not concur, however, that Initiative 11 has 
had little or no effect on the Services’ or DSARC procedures for TRA. While it is 
difficult to identify specific actions attributable to Initiative 11, as noted in the 
response to Finding A, the overall program resultsare vastly improved. 

FINDING C: Differences Amona Proanm otcico In Addnssina Technical 
S(isk. From its evaluation of 25 major-system Program management Ofhces (PM 
forprograms between Milestone I and Ill, GAO found that no PMOs quantified %J 
budgeted for technical risks, as called for by Initiative 11. Lacking Do0 criteria for 
what constituted a TRA, the GAO de&o 
quality for TRAs, stating that risk l ffonr P 

criteria for minimal standards of 
REJ should be: 

- prospective, examining risks before problems occurred; 

- pfanned, not an incidental part of program discussions; 

- explicit in attention to technical risks; 

- documented, sothatthe results of the assessment could be 
shared with decision-makers and staff; and 

- reported twia in each acquisition pIuse to determine how ri& were 
changing. 

The GAO repo&,that although ail 2S PMOs made an effort to identi 
r 

their 
technical risks, only three conducted risk efforts meeting the GAOdeve aped 
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Now pp. 4, 48-51, 
and 75. 

- - 

criteria for TRAs. In addition, the GAO observed wide variation m how risk efforts 
are Implemented. Although formats for assessing risk are generally most useful 
when they combine a description of techntcal problems with qualitative or 

ll 
uantative rating--i.e., when they specify the content and level of risk, GAO found 

t at few PMOs used such formats. The GAO also noted that risk efforts are 
generally most informative when they cover all subsystems, not just selected ones or 
the system as a whole, yet few PMOs did so. The GAO also noted that reliability of 
risk input is enhanced when several raters provide written input independently, but 
again, few PMOs followed that procedure. The GAO also concluded that inasmuch 
as most PMOs did not consider the complexity or maturity of theirs 

iF 
ems when 

choosing implementation options, it was not likely that their risk e arts, as 
implemented, were as useful asthey could have been in furthering system 
development. (pp. 3-l through 3-31, GAO Dra)t Report) 

DOD Comments: 

Partially concur. The DOD does not concur that risk efforts were less useful than 
they could have been in furthering system development. As GAO pornted out (since 
it did not assess the actual experience or degree of success of the systems studied), it 
could not determine whether TRAs actually chosen for each pro 

3 
ram were the most 

appropriate. The DOD does concur that there should be criteria or TRA in 
generalized form, with allowances for tailoring to specific program circumstances. 
It will not be possible, however, to measure all TRA effom a 
imposed criteria. Each major system is unique in a number o 3 

atnst uniformly 
respects. The success 

of one system may be dependant upon the development of newtechnologies, while 
another system may employ only proven technologies. Thus, the description of risks 
as high, medium or low must be measured on a relative scale, rather than on any 
absolute scale. TRA IS comprised of a number ofanalytical tools which should be 
carefuny selected and tailored to the specific circumstances present on a particular 
system. Prescribing a standard methodology to be strictly applied across a broad 
spectrum of individual program circumstances would be extremely difficult, and the 
desirability of doing so would certainly be open to question. The selection of TRA 
areas within a program must generally be left to the Program/Project Manager, the 
individual most familiar with the program risks. 

0 FINDING D: Information Provided For Service And DSARC Review. The GAO 
observed that (In order to be useful) decisions regarding the pace and direction of 
these programs must be made during milestone reviews at the Service and at DSARC 
levels. The GAO found, however, that, on the average, technical risk information 
was presented in only 80 percent of the various documents for Milestone I and in 76 
percent for Milestone II. The GAO further found thatthe analytical approach used 
and the scope of risk was almost never reportd in these d-men%. After 
reviewing briefin cham, minutes and scripts used in these reviews, GAO concluded 
that itwas unlike a y that much information war conveyed onllyto reviewers on the 
approach and scope of the risk effon The GAO also concluded tlW milestone 
decision documents rarely combmed narrative information with quahtive or 
quantative ratings for all subsystems. (pp. 3-1 through 3-31, pp. 5-3, through 5 
7/GAO Draft Report) 

DOD Comments: 

Patiiall 
80 and r 

conear. ThcOoD does not concur with GAO’s methodology for aniving at 
6 percent, respectively. The DOD uidance does not require a risk 

assessment in several of the documents w IT Ich the GAO used in calculating these 
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averages. The DOD does concur that where risk data IS presented, It should be 
complete and the defmitlons and methodology understood by the reviewers. The 
DOD handbook (see response to Recommendation 1) will provide reasonable 
definitions and methodology as a basis for such understanding. The Handbook, 
however, will not require the preparation of a risk assessment for every program. 
Defense Acquisition Improvement Program (DAIP) lniative 11 indicatesthat risk 
management techniques should be used where appropriate. 

0 FINDING E: Difficulties In Communicatino And Assesdna Technical Risk 
Info&on. In their discussrons withp 
-within the PMOs, the GAO 

rograms managers ms) and with other 
ound that most, but not all, PMs were aware 

of the characteristics of their risk efforts. GAO defined these characteristics as (1) 
format-whether risks were rated in qualitative, quantitative, or narrative terms; (2) 
scope-whether the focus was on the system as a whole or on subsystems; (3) 
procedure-whether input was obtained from a single individual or group; (4) 
sources of input-whether the contractor, laborato 

x 
PM0 or other sources were 

relied on for technical risk information; (5) approac -whether quantitative or 
ualitative approaches were used to determine risk. The GAO concluded, however, 

9, t at PM0 staff turnover, and the failure of some PM0 staff to mention risk efforts, 
even when they were documented, suggested problems with information flow. The 
GAO also concluded that neither program documentation nor briefings were 
adequate for informing PM0 staff or reviewers about technical risks. GAO noted 
that in some briefings and documents, technical risk was not even addressed. GAO 
obseerved that in others, risks were treated minimall , as when the system was given 
a qualitative risk rating with no explanation. In ad Il. &on, further complicating the 
reviewers’ task, the GAO found that risk for specific programs was addressed 
differently across documents dealing with the same programs-i.e., rating scales 
changed, and ratin s themselves changed, all without explanation. The GAO 
further concluded t at decision-makers within the program office and at review 9, 
levels cannot base decisions on the true technical risks of a system if they do not 
know about an assessment or there is not enough information presented for them 
to evaluate or understand it; and that ultimately, the risk effortr will not be 
effective if decision-makers do not make use of their findings. (pp. 4-l through C 
24) 

DOD Comments: 

The DOD concun. As noted in the response to Finding C, however, uniformly 
imposed criteria across all Do0 ma’or pr 

1 s 
rams will not be possible. At the present 

state of the art, TRA is an extreme y camp l x UrbjecL Nevertheless, within a 
program, the definition of terms should be uniform, a common understlnding of 
these definitions should exis),pnd the appliarion of terms and definitions should 
be clear to reviewing authontra. The handbook described in the response to 
Recommendation 1 should achieve these results. 

0 FADING F: Contnclor Risk Efforb. tn a related subject,the GAO found that 
PMOs often relied on contractors to identify technical risks, but generally received 
inadequate information on the contractor’s risk l fforo. For example, GAO 
reported that frquently PMOs received only the contractors’ risk ratmgs and did 
not know how the risk efforts had been conduc@ or how tJ?e ratings were defined. 
The GAO akofoundthatPMOst&f believedthat contractoreffofkmaybe biased 
because industry does not want estimates of extreme risk to jeopardize winning and 
maintaining contracts. (GAO observed that this same bias may affect wrim8tesaf 
risk within the program office or DOD, since Defense officials reportedly PrefertO 

I 
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fund systems with low to moderate technical risk.) The GAO concluded that PMOs 
did not receive sufficient information, in most Instances, to evaluate the adequacy 
or accuracy of the contractors’ risk efforts. (p. iii, 4-2, through 4-31, S-S, and 5-6, 
GAO Draft Report) 

DOD Comments: 

The Do0 concun. In those cases where TRA is conducted by the contractor, rhe 
information presented should be sufficient for a complete underrtlnding of 
methodology, definition of terms, etc. used by the contractor in the analysis 

0 ANDING G: Staffina And Trainina For Program Office Risk Etforts. The GAO 
reported that, m the maJorrty of PMOs, the staffs were involved in both selecting 
and performing the risk efforts. Despite this, however, GAO found that technical 
risk assessment receives little attention in the Services’ training courses. The GAO 
found that the Army is the only Service with a course on risk as part of its regular 
course offerings. The GAO further found that when risk is mentioned, it is broadly 
defined as -program risk,’ and technical risk is addressed only minimally and that 
neither the Service schools, nor the DSMC, discuss approaches for asses&n9 technical 
risk. The GAO concluded that, generally, there appears to be insufficient trainin 
available to support the performance of TRAs. (p. iii, pp. 4-24 through 4-28, p. 4- s 1. 
p. S-S/GAO Draft Repon) 

DOD Comments: 

Partially concur. The DOD does not agree that the information in the GAO report, or 
other data available to the DOD, supports a conclusion that there is insufficient 
training to suppon the performance of TRAs. For instance, the DSMC provides the 
following coverage of risk: 

a. Program Management Course 85-2; 
Instructional Unit T2.1130-1 la0 Risk Management 

b. Program Management Course 86-l; 
Instructional Unit T2.1130-1140 Risk Management New Unit: Risk 
Workshop - a six hour worksho 
to evaluate changes and prow kr 

utilizing personal computer sized model 
l the student with an understanding of 

risk management. 
New Unit; Quantifative Methods for P 
problem oriented unit to illustrate how 3 

ram Planning and Control - a 
c PM un integrate 

performance, schueduk, cost, risk & uncertainty. 

L Program Managers Workshop: 
A RisJc Management Workshop has been a regular part of this course 
since ips inception in January 1984. 

d. 1983 Defense Risk and Uncertainty Workshop: 
USA SponsoredlMMC Hosted; 13-15 July 1983. 

e. Risk~Techniqua-AHendbook *mmm 
Person& First Edition; July 1963. 
Developed and published by DSMC. 

f. System Engineering Management Guide: First Edition; October log3 
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(Second Edition currently underway). Developed and publlshed by 
DSMC. Chapter 22 IS entltled: Risk Analysis and Management. 

g. &,puyr Models are currently in use or in development by DSMC as 

1. DPESO Model 
2. TRACE Model 
3. CASAModel 

All of the above models are being sized to run on the DSMC Personal 
Computers. 

The Do0 concurs that technical risk is taught in the context of program risk. The 
DOD agrees also that technical risk assessment, in the context of overall pro ram 
risk, will be given increased emphasis. The DOD handbook being develops 8 
response to Recommendation 1) will help in this effort. 

(see 

0 FINDING H: Definitions 01 Risk and Risk Rating Categories. The GAO found 
that few PMOs know how the k~l~tr or DOD documents define risk. For example, 
GAO reported that no PM0 cited the DSMC definition, and only one Air Force PM0 
was aware of the definition of risk in Air Force Regulation 70-15. The GAO found 
that while many PMOs had a definition of risk shared by most staff members, the 
definitions varied widely across PMOs. GAO reported that many PMOs expressed 
risk in qualitative ratings-high, moderate, low, or red, yellow, green. Their ratings 
were, in turn, defined in narrative or quantitative terms. For example, high risk was 
sometimes defined narratively as, ‘beyond the state of the art,’ or defined 
quantitatively, as at least an 80 percent chance of failure. The GAO concluded that 
narrative as well as quantitative definitions were widely divergent across all PMOs 
and were often contradictory. The GAO further concluded that with definitions and 
ratings so inconsistent, confusion is almost inevitable. In addition, the GAO 
concluded that the results of any risk effon 
inconsistencies will not be very valuable an cr 

erformed without regard for such 
may mislead deciscon-makers. Finally, 

the GAO concluded that the PMOs’ current approach to addressing technical risk 
offen no guarantee that re uisite information will be provided to decision-makers 
inside the PM0 or at the hlg -9, 
S/GAO Draft Report) 

l r levels of review. (pp. 4-1, p. 4-16. p. 4-31, pp. S- 

DOD Comments: 

Partially concur. The DOD concurs that definitions of risk shouId be consistent, and 
that these definitions should be understood by program personnel as well as by the 
de&ion makers reviewin the program. As indicated above, a Do0 handbook will 
address these. The Do0 B oes not concur, however, with the implication that 
standard definitions will set out a uniformly applicable categorization of risk, which 
will necessaril provide comparability from 

SL encountered across a b roar 
rognm to program. Considering the 

diversity of ri spectrum 
unique problems, selection of risk 

of programs, each with 
-nt -Is, methodology and risJc 

definitions should be tailored to best suit the individual program. Once defined, 
they must be uniformly understood. Risk assessment should not be considered as an 
exact science, but should k recognized as the art that it is at the present time. 
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Now p. 77 

Now recommenda- 
tion 4 on p 77. 

Now recommenda- 
tlon 5 on p. 77. 

RECOMMENDATIONS TO THE CONGRESS 

RECOMMENDATION 1: GAO recommended that Congress direct the 
zecretary of Defense to define technrcal rusk and rlrk ratrng categories. (p. 56/GAO 
Draft Report) 

DOD Comments: 

Partially concur. The 000 concurs that program risk, to include cost, schedule, and 
technical risk together with risk rating categories, should be defined. The 
defmitions, however, must be somewhat broad, since strict standard definitions of 
risk rating categories could not be imposed across all Do0 programs. 

0 RECOMMENDATION 2: GAO recommended that Con ress direct the 
Secretary of Defense to require that risk efforts focus explicit y on technical risk, and 7 
be prospective, planned, and repeated early and late in each acquisition phase. (p. 
S-7/GAO Draft Report) 

DOD Comments: 

Partially concur. Risk assessment efforts should include and emphasize, but not be 
limited to technical rusk. To focus only on technical risk to the exclusion of cost and 
schedule rusk denies the Rron 

it 
coupling that exists between them. Further, 

Project/Program Decision Aut ority should decide the frequency of rusk assessments. 

0 RECOMMENDATION 3: GAO recommended that Congress direct the 
Secretary of Defense to requrre program offices to document their risk efforts. (pp. 
5-7/GAO Draft Report) 

DOD Comments: 

Partially concur. In those cases where a program performs risk assessment, those 
efforts should be documented. The 000 does not concur that there should be more 
documentation requirements on programs than those already described in DOD 
Instruction 5000.2 ‘Major Syrtem Acquisition Procedures.’ 

RECOMMENDATIONS TO THE DEPARTMENT OF DEFENSE 

0 RECOMMENDATION 1: GAO recommended that the Secretary of Defense 
establish gurdelmesfor the rmplementation of risk efforts, re ardin 
format, scope, input procedure, and assessment approach. PP. 5- 9 3 

options for 
/GAO Draft 

Report) 

DOD Comments: 

Partially concur. The Do0 concurs that risk assessment efforts should be described, 
but not in specific detail. The DSMC will be requested to prepare a DOD handbook 
on the management of program risk. Details of the risk assessment effoa for each 
program then will be determined by the Services and the individual program 

0 RECOMMENDATION 2: GAO recommended that the Secretary of Defense 
require that technrcal rusk Information provided for review include a description of 
format, scope, input procedures, sources of risk information, and assessment 
approaches. (p. 5-7/GAO Draft Report) 

Page 120 GAO/PEMD&M Technical Risk Assesemer 



Appendix III 
Advance Canments fmm the US. 
Department of Defenue 

Now recommenda- 
tion 6 on p. 77. 

Now recommenda- 
tion 5 on p, 77. 

Do0 Comments: 

Non-concur. It is not necessary for the Secretary of Defense to require explicit 
elements of risk review information and assessment approaches. Technical risk of a 
s ecific system may be well understood by DSARC members, or may require varying 

50 
l ress of elaboration in documents presented during reviews. Do0 Instruction 

.2 provides for the submittal of data as determined by the Defense Acquisition 
Executive, and requests for data result from a review of program documentation by 
various staff elements of the Office of the Secretary of Defense prior to MARC 
milestones. This data, to ether with the guidance in the new OoO handbook, 
should provide the basis or full understanding of other risk elements involved in ? 
individual program reviews. 

0 RECOMMENDATION 3: GAO recommended that the Secretary of Defense 
shouldconsider provldmg additional, more focused training in technical risk 
assessments to support a greater emphasis on technical risks. (pp. H/GAO Draft 
Report) 

DOD Comments: 

Partially concur. The DOD concurs that risk should be emphasized. Greater 
emphasis on risk assessment techniques is ongoing in the context of overall program 
risk. However, emphasis should not be focused just on technical risk assessments, 
which is only a part of program risk. The emphasis must be a balanced approach to 
the management of program risk. (Also see response to Finding G.) 

0 RECOMMENDATION 4: GAO recommended that the Secretary of Defense 
require contractor risk effoN to be sufficiently documented to allow independent 
evaluation and use in the program office. (pp. S-S/GAO Draft Report) 

DOD Comments: 

Concur. Where contracton perform the risk analysis, this effort should be 
sufficiently documented. Concurrence does not imply, however, that all programs 
must have contractors perform risk assessment as a part of their contract. When 
required and included in the contract, the program must provide ap roptiate 
contractual language and direction to guide contractor’s effortsa ncP insure a 
satirfacto product. Specific guidance in this area also will be covered in the new 
DoD hand ?i ook. 
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Following is our response to comments from the U.S. Department of 
Defense in its December 9, 1985, letter. 

GAO’s Response 

“Finding A” As requested by the Senate Governmental Affairs Committee, the sub- 
ject of this report is technical risk. This does not mean that we support 
an approach to program management that de-emphasizes cost or 
schedule risk. On the contrary, it is precisely the relationship between 
technical risk, on the one hand, and cost and schedule problems, on the 
other, that prompted GAO’S review. If one considers technical risk as the 
independent variable and cost and schedule problems as dependent vari- 
ables-on this point, we agree with Do-then the proper treatment of 
technical risk covers cost and schedule risk to some degree. Neverthe- 
less, in this report we have explicitly considered cost and schedule risks. 
Our review of the phases of acquisition in chapter 1 refers to a wide 
range of considerations affecting development-cost and schedule prob- 
lems as well as technical ones. In chapter 2, we noted that cost, schedule. 
and technical problems are interdependent. Thus, we have focused on 
technical risk but have not isolated it from other important risk ele- 
ments. In response to DOD’S comment, we revised these chapters in order 
to,emphasize the importance of cost and schedule problems as well as 
technical ones. 

However, we found some DOD assessments that measured cost or 
schedule risk without differentiating the sources of these risks as tech- 
nical or other kinds of problems. Moreover, risk assessors are sometimes 
asked to estimate the likelihood of encountering technical problems 
given specific cost or schedule constraints; hence, we have emphasized 
that assessments should expressly identify technical as well as cost and 
schedule problems. What is clearly needed is a balance of attention to 
technical, cost, and schedule risks. 

DOD states that early risk assessments can reduce cost growth but do nor 
necessarily reduce program cost. Actually, either outcome is beneficial. 
But reduced program cost is certainly more likely if risks are identified 
and monitored carefully from the outset. 
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“Finding B” DOD claims that Initiative 11 reduced cost growth, but as we reported in 
chapters 2 and 3, none of the 25 program management offices has per- 
formed a quantitative technical risk assessment for use in budgeting, 
and Initiative 11 has not stimulated new policy in the services or the 
DSARC regarding the identification and quantification of technical risks. 
DOD has not disputed these findings. It is reasonable to conclude that the 
reported reduction in cost growth stems from other factors, such as the 
reduced inflation rates in recent years. 

“Finding C” Neither the current nor the eventual success of these programs is the 
only basis for determining whether risk assessment procedures are ade- 
quate. Principles derived from experience also offer valuable guidance. 
Presumably working from previous experience, DOD approves of assess- 
ment criteria “in generalized form” but would reserve decisions on “ana- 
lytical tools” for program managers. These comments are consistent 
with the conclusions we drew from our analysis of program manage- 
ment experience inside and outside DOD. The five criteria we have set 
out are generic-that is, they are appropriate for all major programs. 
With respect to analytical approaches and implementation, we have rec- 
ognized the need for flexibility, since decisions in analysis and imple- 
mentation depend on particular characteristics of systems such as their 
maturity and complexity. Few of the program offices have performed 
technical risk assessments meeting the five criteria, and few considered 
the maturity and complexity of their systems when conducting their 
assessments. Thus, despite the absence of data on the effects of risk 
assessments, it remains unlikely that most of the assessments we found 
were as useful to program managers and reviewers as they might have 
been. 

We have recommended that rating categories such as high, medium, and 
low be defined, but we thought that the development of definitions 
should be left to DOD. DOD'S forthcoming handbook will apparently pro- 
vide definitions of technical risk and of risk rating categories (see DOD'S 

comments under “Finding B”). However, we reiterate our statements in 
chapter 4 on the need for definitions that can be applied across pm 
grams in order to reduce existing disparities in basic risk concepts and, 
thereby, facilitate management and review. The task is to find as much 
common conceptual ground as possible between programs or meaningful 
subsets (for example, high-technology programs). We have reported that 
the Air Force took this approach in defining program risk in Air Force 
Regulation 70-15. It is difficult to imagine a handbook for general use 
that would not attempt to find this common ground. 
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“Finding D” We have pointed out in chapters 2 and 3 that DOD regulations require 
coverage of technical risk in the milestone documents. DOD Instruction 
5000.2 and the Army’s Materiel Acquisition Handbook (DARCOM-P 70- 
2) call for information on risk areas and risk reduction efforts in the 
system concept paper, decision coordinating paper, integrated program 
summary, and acquisition strategy. DOD Instruction 5000.3 requires dis- 
cussion of critical issues in the test and evaluation master plan, specifi- 
cally including issues arising from technical risk. This coverage is not 
possible without some sort of risk assessment, however formal or 
informal, extensive or brief. We searched for technical risk information 
in these documents, whether or not it was explicitly linked to any 
assessment, but found no such information in 20 to 24 percent of the 
documents. It is important that technical risk information always be 
available in program reviews and that this information cover both the 
methods and the results of an assessment. Reviewers can then evaluate 
the information and weigh it, as they choose, along with other factors 
considered at each milestone. 

“Finding E” We recognize that technical risk assessment is complex and must take 
particular program circumstances into account. But modern, “high tech” 
weapon systems are also complex, and there is really no alternative to a 
careful, thorough assessment of the technical risks involved in devel- 
oping these systems. As we have noted in our response to DOD'S comment 
under “Finding C,” generic criteria for risk assessment can be developed 
and applied without sacrificing flexibility. We have further noted that it 
is important that definitions of technical risk and of rating categories, in 
the manner of Air Force Regulation 70-15, be general enough for use 
across programs. We hope that the forthcoming DOD handbook will 
accommodate these purposes. 

“Finding F” No response is necessary. 

“Finding G” The conclusions cited under “Finding G” are based on an analysis of the 
courses, workshops, and handbooks DOD refers to. The courses and 
workshops either cover technical risk minimally or do not mention it at 
all. Other resources describe assessment techniques but provide no guid 
ante for selecting techniques that are suitable for particular programs. 
It is important to note that most of the courses and workshops cited in 
DOD'S comments cover risk management, not risk assessment. As we 
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have noted in chapter 2, risk management deals with problems as they 
arise, whereas risk assessment identifies problems in advance. Thus, 
risk assessment alerts program staff members to problems that they try 
to avoid or solve through subsequent risk management. DOD’S courses do 
not provide enough coverage of the concepts and analytical tools that 
are used in the assessment of specifically technical risks. Several of our 
other findings, such as the inconsistency in definitions of risk and risk 
rating categories and the lack of explicit attention to technical risk, are 
further evidence of the inadequacy of current training. In short, the 
technical content of DOD’S training for risk assessment lags behind the 
technical content of the weapon systems being developed. 

“Finding H” DOD has misconstrued our conclusions under “Finding H.” We have not 
called for a standard set of concepts and tools to be applicable in all 
respects to every program. We have noted in chapter 3 that technical 
risk assessment requires some decisions that cannot be considered 
generic. Various concepts and tools in technical risk assessment are, 
moreover, not uniformly appropriate for all programs (as we also note 
in chapters 2 and 4). But much of the potential advantage of technical 
risk assessment is lost if managers and reviewers cannot compare 
assessment procedures and results in general terms across at least some 
programs, such as those that use similar technologies. Comparability 
across programs facilitates an analysis of the trade-offs between two or 
more systems competing for further funding. It also helps reviewers for- 
mulate and follow up on their own concerns regarding systems with sim- 
ilar technical features. And, finally, comparability across programs 
reduces the time it takes to become familiar with any one system under 
review; decisionmakers do not have to learn a new language of risk (con- 
cepts, procedures, results) for each system they examine. We reiterate 
our response to DOD’S comments under “Finding C”: the task is to find 
the common ground in defining and assessing technical risk, as Air Force 
Regulation 70-15 does in its definition of program risk. 

Recommendation 1 In the draft that DOD reviewed, we made three recommendations to the 
Congress and four to the secretary of Defense. For the final draft, we 
directed all the recommendations to the secretary, subsuming the topic 
of contractors’ risk efforts (originally recommendation 4 to the secre- 
tary) under what is now recommendation 5. The content of all the rec- 
ommendations is the same in the published report as in the draft DOD 
reviewed. 
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Cognizant of differences across DOD programs, we support guidelines 
that are as precise as possible and as flexible as necessary. The develop- 
ment of such guidelines may not be easy, but it is nonetheless critical to 
effective program management and review. Since it is often necessary to 
estimate the likelihood of technical problems under specific cost or 
schedule constraints, definitions and procedures should be devised for 
each component of program risk, not just for program risk in general. If 
an estimate of technical risk is required, analysts can use those defini- 
tions and procedures to provide it. 

Recommendation 2 We have called for explicit attention to technical risk, not for exclusive 
attention. Technical problems should be described and evaluated clearly. 
not left implicit in assessments of cost or schedule risk. As we have 
stated in the report, we support risk assessment at least twice-early 
and late-in each acquisition phase, to inform decisionmakers regarding 
work in that phase and progress to the next. But technical risks are 
ongoing and, as DOD believes, decisions regarding the frequency and type 
of assessment are best left to program managers. The wording of this 
recommendation was changed in the final draft in order to clarify our 
position: the recommendation for two assessments in each phase now 
calls for at least two assessments in each phase. 

Recommendation 3 The purpose of documentation is to make it possible to track risks 
throughout the acquisition cycle. Only if records are kept can reviewers 
and program staff fully understand, evaluate, and update past assess- 
ments. The records need not be lengthy, so long as they adequately 
describe assessment procedures and results. 

Recommendation 4 We hope that DOD'S forthcoming handbook will be detailed enough to 
provide useful guidance regarding format, scope, data collection, and 
assessment approaches. We have reported that we found a wide variety 
of risk concepts and procedures among the 25 program offices in the 
study. We also found general inattention to the complexity and maturit!, 
of systems as assessment options were selected. For these reasons, it is 
important that DOD not merely enumerate various risk concepts and pro- 
cedural options but also formulate advice for selecting appropriate con- 
cepts and options. 
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Recommendation 5 DOD already requires risk information in program reviews, but the infor- 
mation now provided is inadequate in several respects. We have charac- 
terized the kind of information that would provide an adequate basis for 
understanding and evaluating risk assessment procedures and that 
would therefore be appropriate for inclusion in review documents. For 
some programs, reviewers may already know the technical risks or may 
decide that they do not need all the information we would make avail- 
able. But it is important that the information be available for every 
reviewer who wishes to see it. (This position underscores the need for 
documenting assessments. Without a written record, information 
requested later by reviewers may not be retrievable.) 

Recommendation 6 We believe that attention to technical risk should be explicit rather than 
being left implicit in cost or schedule risk assessments. We agree that 
cost and schedule risks also require careful attention. But in our review, 
we found serious inadequacies in DOD’S current training for technical 
risk assessment. Courses, handbooks, and other training resources may 
require formal revision to ensure full and proper attention to risks that 
are distinctly technical. 

Further, as we have noted in our response to DOD’S’ comment under 
“Finding G,” it is important to distinguish risk assessment from risk 
management. DOD’S training stresses risk management. Hence, we pro- 
pose that training emphasize not just technical risk but also assessment, 
as distinct from management. 

Recommendation 4 (Now in We have not proposed that technical risk assessments be required of all 

Recommendation 5) contractors. But when a contract or request for proposal does make the 
requirement, specific information is essential-the same information we 
have recommended for program offices’ documentation of risk. The 
information covers format and scope of the risk ratings, information 
sources, data collection, and the analytic approach. 
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